
Gain Self-Calibration Procedure for Microphone Arrays  
 
 

Ivan Tashev 
Microsoft Research, One Microsoft Way, Redmond, WA 98052, USA 

{ivantash@microsoft.com} 
 

 
Abstract 

 
In many cases microphone arrays, used for beamform-

ing or sound source localization, do not provide the esti-
mated shape of the beam, noise suppression or localiza-
tion precision. One of the reasons is the difference in the 
signal paths, caused by different sensitivity of the micro-
phones and/or by the microphone preamplifiers. This pa-
per presents simple and fast procedure for self-calibration 
of the microphone gains, suitable for real-time applica-
tions using microphone arrays for capturing audio sig-
nals. It is based on projection of sensor’s coordinates on 
direction of arrival line and approximation of received 
energy levels thus reducing the dimensions and speeding 
up the calculations. The proposed technique automatically 
calibrates the channels’ gains within ±0.45 dB when the 
manufacturing tolerance of the microphone sensitivity 
varies as much as ±4 dB. Tested in real environment. 
 
1. Introduction 
 

Algorithms used for processing signals from micro-
phone arrays assume matched channels. Even basic algo-
rithms such as delay-and-sum are quite sensitive to mis-
matches in the receiving channels, and more sophisticated 
algorithms for beamforming require very precise matching 
of the impulse response microphone-preamplifier-
analog/digital conversion (ADC) for all channels. The 
reasons for the channels’ mismatch are mostly manufac-
turing tolerances of the microphones. Tolerances of the 
elements in the preamplifiers introduce gain and phase 
errors as well. In addition, microphone and preamplifier 
parameters depend on external factors such as tempera-
ture, atmospheric pressure, power supply variations, etc. 

The problem of calibration of microphones and micro-
phone arrays is known and well studied. It can be an ex-
pensive and difficult task, particularly for broadband ar-
rays. There are several groups of approaches to calibrate 
microphones in a microphone array. The calibration can 
be done for each microphone separately by comparing it 
with a reference microphone in specialized environment: 
acoustic tube, standing wave tube, anechoic sound camera 

[3]. This approach is very expensive as it requires manual 
calibration for each microphone and specialized equip-
ment. It is appropriate for calibration of microphones pre-
pared for precise acoustic measurements, but not for gen-
eral purpose arrays. 

The next group of calibration methods uses calibration 
signals (speech, sinusoidal, white noise, acoustic pulses) 
sent from loudspeaker at known location [4]. In [7] far 
field white noise is used to calibrate microphone array of 
two microphones, where the filter parameters are calcu-
lated using the NLMS algorithm. Other references suggest 
using optimization methods to find the microphone array 
parameters. In [5] the minimization criterion is the speech 
recognition error. The algorithms in this group require 
manual calibration after installation of the microphone 
array and specialized equipment to generate test sounds. 
The calibration procedure can be combined with calibra-
tion of other parts of the whole audio system – acoustic 
echo cancellation and de-reverberation. Calibration results 
are used for compensation in real time. They do not reflect 
changes in the equipment during the exploitation. 

A separate group of papers cover building algorithms 
for beamforming and sound source localization that are 
robust to channels mismatch, i.e. avoiding the calibration 
at all. Still, theory and practice show that the performance 
of most of adaptive arrays relies on channel matching. 
This demands a careful calibration of the array elements to 
provide good starting point for the adaptation process [5].  

The next group of algorithms is self-calibration algo-
rithms. The general approach is described in [1]: find the 
direction of arrival (DOA) of a sound source assuming 
that the microphone array parameters are correct, use 
DOA to estimate the microphone array parameters, and 
iterate until the estimates converge. Previous discuss esti-
mation of many parameters of the microphone array: sen-
sor positions, gains, and phase shifts. Various techniques 
are used, from normalized mean-square error minimiza-
tion to complex matrix methods [2] and high-order statis-
tical parameters estimation [6]. Many of these algorithms 
are not suitable for practical real-time implementation 
because of their high CPU load during the normal work of 
the microphone array. 



 
2. Channel model and assumptions 

 
To simplify the model of the channel we assume the 

following: 
• The microphones in the array have the same shape of 

their amplitude-frequency characteristics – preferably flat 
in the work band. This is true with precision better than 
±1 dB for the majority of the electret microphones in the 
band of 100 Hz–8000 Hz. 

• The microphones have slightly different sensitivity. A 
typical value here is 55 dB ± 4 dB where 0 dB 1 Pa/V. 

The assumptions above allow us to simplify signifi-
cantly the model of the conversion from acoustic signal 
p(t) to input signal bm(t) for m-th channel: 

)()( mmmmmm tpASGtb ∆−= δ     (1) 
where mδ  is the acoustic decay, Sm is the microphone sen-
sitivity, Am is the preamplifier gain, Gm is the software 
gain and ∆m is the delay, specific for this channel path. It 
includes the delay in propagation of the sound wave and 
the delay in the system microphone-preamplifier. Ac-
cording to [4, pp 158-160] the differences in the phase-
frequency characteristics of condenser microphones in the 
band 200 Hz – 2000 Hz are below 0.25O. The use of low 
tolerance resistors and capacitors in the preamplifiers 
(typically 0.1%) provides good matching as well. This 
simplifies the problem from equalizing the channel’s im-
pulse response to simple gain correction. In addition: 

a) The sensor positions are known enough precise to 
ignore the fluency of positions mismatch. 

b) We have estimator that gives results for horizontal 
and elevation angles to the sound source (i.e. DOA) when 
and only when one sound source dominates, i.e. where 
there is only one sound source and no significant amount 
of reverberation.  

c) The sound propagates as a flat wave, i.e. the distance 
to the sound source is large enough compared to the mi-
crophone array size. 

The goal of the self-calibration procedure is to find set 
of software gains Gm that provide best channel matching, 
compensating the differences in the channel parameters. 

 
 
3. Self-calibration procedure 
 

Consider an array of M microphones with given posi-
tions vector p

r
. We assume a single sound source at posi-

tion ),,( ρθϕ=c , where ϕ  is horizontal angle, θ  is ele-
vation angle and ρ  is the distance. The sensors sample 
the signal field at locations 

1,,1,0:),,( −== Mmzyxp mmmm L . This yields a set of 

signals that we denote by the vector ),( ptb
rr

. The received 
energy in noiseless and anechoic environment from each 
sensor is as follows: 
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where mpc −  denotes the Euclidian distance between 
the sound source and the corresponding sensor, and P is 
the sound source energy. In case of ambient noise pres-
ence, its energy will be added to each channel. For sim-
plicity other factors for energy decay are omitted. 

The sound source localization provides only the direc-
tion of arrival (DOA), i.e. the horizontal angle ϕ  and the 
elevation angle θ . Let’s project the sensor coordinates on 
the DOA line as shown on Figure 1. This changes the co-
ordinate system from three dimensional to one dimen-
sional. In this coordinate system each sensor has position: 

 )cos()cos( mmmmd θθϕϕρ −−= ,    (3) 
where ),,( mmm θϕρ  are the sensor’s coordinates in radial 
coordinate system: 
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Here we assume flat wave due to absence of distance 
estimation. Figure 2 shows the received energies in the 
new coordinate system. The new coordinate system al-
lows us to interpolate measured energy levels in each 
channel with a straight line: 
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Figure 2. Received energy interpolation. 
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Figure 1. Sensors projection on DOA line. 



 
 

 
 
where 1a  and 0a  are such that they satisfy the MMSE 
requirement: 
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At this point we have the received energy mE  and the 

estimated energy )(~
mdE  for each channel. The estimated 

gain is: 
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where 1−n
mG  is the current gain for this channel. After nor-

malization we receive the final estimated gain: 
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where mG  is the normalized gain and Ag  is the average of 
the estimated gains. The final result for sensors gains is  

 m
n
m

n
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where 1−n
mG  is the current value of the m-th sensor gain 

and n
mG  is the newly estimated and normalized value. 

Here α  is adaptation parameter. 
 

 
 

4. Implementation 
 

The self-calibration procedure above was implemented 
for an eight element equidistant circular microphone array 
with a diameter of 14 cm and onmidirectional micro-
phones. The microphone array is part of a system for 
meetings recording and broadcasting, described in [8]. 
The audio system works with 44.1 kHz sampling rate and 
1024 samples per frame, i.e. a frame size of 23.22 ms. 

Most of known DOA estimation techniques can be 
used to find the direction to the sound source. The self-
calibration procedure requires receiving DOA estimation 
only when one sound source (speaker) is dominant. Our 
implementation uses DOA estimation algorithm, based on 
beamsteering.  

The self-calibration procedure is realized as separate 
processing thread, working in parallel with the main audio 
stream processing. When a DOA estimate arrives, the pro-
cedure calculates the energy of the signal in each channel, 
projects them on the DOA line and does linear interpola-
tion. After computing the gains, it updates them for using 
in real-time correction. The necessary measures are taken 
for stabilization of the calibration process – all intermedi-
ate results are verified and in case of improper values the 
current DOA estimation is rejected. The CPU time cost is 
only to solve the approximation equation for each DOA 
estimation that meets the requirements. This happens from 
0.5 to 15 times per second, only when someone is talking. 
 
5. Results 
 

Several experiments were conducted to verify the self-
calibration algorithm. In a real conference room we re-
corded all channels gains n

mG  (9), the average energy level 

a0 (5) and the relative error 
0a

aprσ
ε = , where aprσ  is the 

standard deviation of the approximation. All gains equal 
to one is the starting point for all experiments. The adap-
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Figure 4. Gains when direction changes. 
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Figure 3. Energy and error when direction changes. 
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Figure 5. Energy and error when distance changes. 



tive coefficient α  is 0.01 for controlled experiments and 
0.001 in the real system.  

The first record contains three segments: silence (i.e. 
normal room noises), sound source at 90O and sound 
source at 270O. White noise was used as a sound source (2 
sec white noise, 1 sec pause). The chart of average energy 
and relative error is shown on Figure 3, the channel gains 
– on Figure 4. For clarity the energy is smoothed with a 
moving average of five points and only three of eight 
channel gains are shown. The sound source position 
doesn’t affect the self-calibration procedure. The gains 
converge to their values and the relative error goes down 
smoothly from 29% to 5%.  

The second record contains data from the same sound 
source positioned at 0O and distance of 0.65, 1.0 and 1.5 
meters. The chart of average energy and relative error is 
shown on Figure 5. The sound source level is the same, 
but registered energy decreases with increasing the dis-
tance. The gains converge to their values and the relative 
error goes down smoothly during the first two parts. 
When the sound source is 1.5 m from the microphone 
array the relative error goes up to 7% due to worse signal 
to noise ratio. The noise floor is the same as on figure 3. 
The worse SNR decreases the precision of the sound 
source localizer and with increased distance we have more 
reverberated waves in the input signal. 

The third group of experiments was recording real 
meetings with multiple speakers to verify that the gains 
converge to the same values. 
 
6. Error analysis 
 

In the projection of microphone coordinates on the 
DOA line we assumed sound propagation as flat wave. 
The relative error in the estimated energy due to flat wave 
assumption is given by: 
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where FWε  is the relative error, ml  is microphone array 
size, md  is the distance to the sound source. In our case 
the microphone array has size of 0.14 meters and the 
working distance to the speaker is typically from 0.8 to 
2.0 meters. The relative error for this distance range is 
shown in Table 1.  

We used linear interpolation for process described by a 
different equation. The average relative error as function 
of the distance to the speaker is shown in same table as 
well. 

The errors, introduced by the self-calibration method 
itself, are small. The contribution of other factors (rever-
beration, signal to noise ratio and DOA estimation error) 
is much higher. From 5% relative error, to which calibra-
tion process converges, only 0.6% is due to the method 
itself. Very important here is the threshold one/more than 
one sound sources in the DOA estimator. The adaptive 
coefficient   helps to average the errors and to stabilize the 
results. 

 
Table 1. The relative errors as function of the distance. 

Distance (m) 0.8 1.0 1.5 2.0 
Flat wave error (%) 0.385 0.246 0.109 0.061 
Interpolation error (%) 0.252 0.161 0.071 0.040 

 
7. Conclusions 
 

The self-calibration procedure described in this paper 
was deployed on ten meeting capturing stations. For sev-
eral months of operation it demonstrated stable and reli-
able work. It removed one step in the station installation – 
manual calibration of the microphone array. Using the 
techniques described above, we were able to achieve a 
channel gain matching within ±0.45 dB, even with micro-
phone elements that have a mismatch of as much as 
±4 dB. 
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