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Abstract

We consider Lhe problem of joint source/channel coding of real-time sources,
such as audio and video, for the purpose of multicasting over the internet. The
sonder injects imto lhe network multiple source layers and multiple channel
{parity) layers, some of which are delayed relative to the source. Each receiver
subscribes to the mamber of source layers and Lhe number of channel layers
that oplimizes the source-channel rate allocation for that receiver’s available
bandwidih and packet loss probabilily. We augment this layered FEC system
with layered ARQ. Although feedback is hormally problematic in broadcast sit-
uations, ARQ is simulated by having the receivers subseribe and unsubscribe to
the dolayed channel coding layers to receive missing informalion. This pseudo-
ARQ scheme avoids an implosion of repeat requests at the sender, and is scal-
able to an unlimited number of receivers. We show gains of up to 18 dB on
channels with 20% loss over systoms without error control, and additional gains
of up to 13 dB when FEC is augmented hy psendo-ARQ in a hybrid system.
The hybrid system is contrelied by an optimal policy for a Markov decision
Process.

1 Introduction

This paper addresses the problem of broadeasiing andio and video efficiently and ro-
bustly over the Internet, to potentially millions of simultaneous receivers. Coding for
broaceast in the Internet is difiicult because of the Internet’s extreme heterogeneity.
The bandwidths between a sendor and its various receivers can vary by three orders of
magnitude, from tens of kilobits to tens of megabits per second, across different links.
Packet loss probabilities can also vary by three ordors of magnitude, from hundredths
to tens of percents, across different routers.

Bandwidth heterogeneity in the Internct can be dealt with using layored coding.
Layered coding, also known as scalable, embedded, or progressive coding, is the basis
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of the Receiver-driven Layered Multicast (RLM) scheme, pioneered by MeCanne[1)
and others. RLM codes the audio and videa signal in innliiple layers, and broadcasts
(actually, multicasts) cach layer to a different multicast group. Eacli receiver estimates
its available bandwidth and joins a munber of these multicast groups io fill that
available bandwidth. Because each receiver delermines its own transmission rate, the
schome is sald to be recetver-driven,

Packet loss heterogencity in the Internet ean also be dealt with using layored
coding. In this paper, we study a system that nses layered channel coding as well
as layered source cading to achiove hoth flow control and error control in a unified
receiver-driven framework., The layered source coding is achieved with any of the
usual techniques, while the layered ehannel coding is achieved using a systematic rate-
compatible Reed-Selomon style erasure code. The sender multicasts all the source
coding layers and all the channel ceding (1.0, parity) layers to separate multicast,
groups. Each receiver estimates the bandwidth and packet loss probability of its
chanuel, cormputes the optimal allocation of the available transmission rate hetween
the source and channel codes (which generally results in uneqgual error pratection for
the different source layers), and joins the multicast groups for the optinal collection
of source and channcl layers. We then hybridized this system with a pscudo-ARQ
system, in which ARQ is simulated by the sender continuously transmitting delayed
parity packets to additional inulticast groups. The receivers can join and loave these
multicast groups to retrieve information lost in previous transmissions, up te a given
delay bound, The optimal algorithin for a recciver joining and leaving multicast
groups is equivalent to the optimal poliey in a finile horizon Markov decision process,
which contains the optimal allocation for pure FEC as a special ease. To the sender,
peeudo-ARCQ looks like ordinary multicast, while to the receiver it looks like ordinary
ARQ. Thus psendo-ARQ uses the existing multicast protocols to aveid the problem
of the ropeat requests (negative acknowledgments, or NAKs) imploding upon the
sencder or upon cther designated retransmitters, The systen is completely sealable, to
potentially millions of reccivers, with no explieil retransmitters or additional servers,

For channels with 20% ambient packet loss, compared to standard RLM {without
errar conbrol), receiver-driven layered FEC gains up to 18 dI3, and reeoiver-driven
layered hybrid FIRC/Pscudo-ARQ gains up to an additional 13 dB (for a sotal of up
to 31 dB). As astoundingly Ligh as these gaing are, Lhey can be had for frec (Le.,
with no change in network bandwidth usage) if the routers simply dropped packets
in order of priority, rather than relying on explicit application-lovel error control
inechanisms, which introduce delay and consume bandwidth that counld ctherwise he
used for coding the spurce. This indicates that next goneration real-time multimoedia
protocols conld greatly benefit multimedia delivery by supporting prioritized routing.

Crur proposed system can be regarded in various ways, Those familiar with RLM
can regard our system as an crror control extension to RLM. Those familiar with joing
source-channe] coding (J8CC) —- in particular layered scurce coding with unequal
error protection —— can regard our system as adaptive JSCC with receiver foedback,
Those familiar with hyhrid FIRC/ARQ can regard our system as an extension of hybrid
FEC/ARQ to layered coding. Those familiar with reliable multieast techniques can
regard our system as an adaptation of some of these techniques (o real-time multicast,
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Given the many interpretations of our work, the amount of related previous work
is far too greal to cover here. We cite here only the paper by Chande, Jafarkhani, and
Farvardin [2], to which we owe particular debt for showing the connection between
Markov decigion proeosses, and control for jeint source/chanuel coding with feadback.
For a more cemplete disenssion of retated previons work, see [3]. In contemporancous
independent, work, "L'an and Zakhor developed a systan vory similar 1o ours. They
first presented their system in [4]; we fivst presented our system in [5]. We focus more
on optimal rate allocation for FEC and optimal control for hybrid FEC/ARQ, They
foens more on adaptive delay for FIC, and on implementation. We believe these
works to be mntnally supportive,

2 System Description

2.1 Source coding and packetization

For the purposes ol Lhis paper, we assume that an embedded source encader is avail-
able, such as 313 SPIHT [6] for video or 1D SPIHT [7] for andio. We produce a sot
ol elementary bit strcams corresponding to different layers by blocking the audio or
video sequence into groups of frames {GOTs), independently encoding each GOT as
an embedded bit string, packetizing cach embedded bit string sequentially into fixed-
length packets, and concatenating corresponding packets (from different GOFs) to
form the clomentary bit sireams each having a bit rate of one packet per GOF,

It is commonly assumeod that when an embedded bit string is sequentially packe-
tized, onch packet depends on the previous paeket, in the sense thal before deeoding
a packel {except for the fivst packet) it is necessary to deeode the previous packet,
However, such a seaquential dependency structure is usuably ocither necessary nor
advantageous. We assumne, more generally, that the dependency structure can be
represeited by a divected acyclic graph {DAG), along with the quantity AD; = 0 at
each node ! of the graph, which represents the expected deercase in distortion {per
group of frames) if packet I is nsefully decoded. We write ! < { if /' is an ancestor of
{ in the DAG.

2.2 TEC coding and packetization

Channel coding for the clomentary source streams is performed as follows. Each elo-
mentary source stream is partitioned into coding blocks having K source packets per
coding block. The blocksize K is constant across all elemeniary gource streams, and
in fact the block boundaries are synchronized across the elementary source sircams
50 that K represents the overall coding delay, Tor example, K = 8 implies a coding
delay of 8 seconds, il a group of frames has a duration of 1 second.

For cach block of X source packets in an clemontary source stream, N — K parity
packets are produced using a systemnatie (N, K) Reed-Solomon style erasure correction
cade, The “codelength” N is determined by the maximum amount of redundancy
that will be necded by any recetver to protect the elementary source stream. (N may
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Fignre 1: Generation of parity streams from each source stream.

vary across elementary source streams.) The N — I parity packets ave gencraterd
bytewise from the K source packets, using for each byte the generator matrix from a
systematic Reed-Solomon style code over the finite Galois field G F(2%),

Each of the parity packets so generated is placed in its own mnlticast stream, so
that now cach clementary source stremn (at rate 1 packet per GOF) is accompanied by
N — K clementary parity streams, each at rate 1/K packots per GOF, as illustrated
in Fignre 1. Thus cach source layer is now represented by one clemnemtary souree
stream and a number of elementary parity streams.

2.3 Optimal rate allocation

A recelver now has many streams to which it can subscribe: it can subscribe to
any collection of clementary sonrvee streams and any collection of elementary parity
streams associated with those source streamns. In this scetion, we solve the problem
of finding the colleclion of clementary sonree and parity streams to which the recelver
should gubseribe in order to minimize its expected reconstruction ervor, given that the
recoiver's channel from the sender has a fixed packet loss probability and maximum
transmission rate.

Wo shall assume that all packets transmitted within the time poriod of a K-GOI°
code block are lost independently with some probability €. 1t is the responsibility of
the receiver to update its cstimate of € for cach code block, as well as to update its
estimate of the available transmission rate. _

Let & be the number of source layers, K he the number of source packets per code
block per layer, and N — K be the number of parity packets per code block per layer,
Lot Ny be the number of souree plus parity packets in layer [ to which the receiver
gubscribes, Then p; = Nj/ K is the rate, in number of packels per GOT, transmitted
to the receiver in layer {.

The veetor p = (p1,.. ., pr.} 18 called the rate allscation. Any given rate allocation
induces a total rate and an cxpected distortion. For a given rate allocalion, the total
rate, in terms of transmitted packets per GOV, is given by

R(p) = Xlip:» (1)
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This is just the total nmnber of packets in a block te which the receiver subscribes
divided by K.

The expected distortion for a given rate alloeation is somewhat more complicated
to expross. For each souree packet & = 1,..., K in each level { to which the receiver
subscribes leot },f lie the indicator nuclom varmble that is 1 if and only if the receiver

can recover the source packet after channel decoding, Then the probability that
the rceeiver can recover the source packel alter channel decoding is given by ka .
Actually this quantity does not depend on k&, because by gymimetry, the random
variables [ A[._n, k=1,..., K, are exchangeable. Henee

BIY = L‘ {Z I“)} — N(N, K) = P{I =1},

where N(V, K) is the sxpected number of source packets that can be recovered after
channel decoding with a (M, K} eode. Tf the sonree aud channel packet losses are
indeprudent with probability ¢, then when N > I,

I’y N— K .
—& L] — 1—K—¢ ¢ K ifste = K
NN, K =) (K)o -y 3 (N‘Ec 1{)“N K1 —¢) X{ koifste<k
4=0 e==0

When N; = 0 (i.e,, when the receiver does not subscribe to layer (), then N(V, K) =
0. Now, ihe kih source packet in layer { can he fully decoded if and only if it. and
all of its ancestors in the dependency graph can be recovered alier channel decoding,

¢., if and only if the product [Ty I;Em equals 1. Since the I,(C” are independent,
Ellpa I;Em =Ty« EI,E” and the expected reduction in distortion by subscribing to
layer { at rate gy is [Ty Efgr) x ALY, llence the expecied distortion (per GOT) for
the given rate allocation p is

Dip) =Dy~ 3. (H(1 - f(ﬂ:f)]) ADy, (2)

LY

where () = 1- EIY = (1= N(Kp,, K)/K) = P{I") = 0} is the residual probability
of packet loss after channel decoding,

With expressions (1) and (2) [or the rate and cxpocted distortion for any given rate
allocation now in hand, we are able to optimize the rate allocation to minimize the
expected distortion subject to a rate constraint. By vestricting ourselves to solutions
on the lower convex hull of the set of rate-distorlion pairs {{R(p), D(p)}, we can
solve the problem by finding the rate allocation p that minimizes the Lagrangian

( e - E(Pz'))) ADy + Apy

oo

J{p) = D(p)+ AR(p) = Dy + Z (3)

The solution to this problem is completely characterized by the set of distortion
incremaents AD; (which arve determined by the source, source code, and source packe-
tization}, and the residual logs probability function e{p) (which is determined by the
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channel, channel code, and channel packetization). This simplifies the problem of
determining the quaniitics needed for the optimization, However, the minimization
itsclf is complicated by the fact that the expression for the distortion eannot be split
into a sum of terms each depoending on only a single py, as is usually the case in bit
allocation problems. By approximating the Lagrangian, the optimal rate allocation
was solved (approximately) by [8). Quite recently, Chande and Farvardin showed
how to solve the problem exactly, using dynamic programming [9]. Tlere, we solve
the problem exactly using an iterative algorithm. The advastage to the ilerative
algorithm is that it generalizes to the feedback case, whicl: we consider in Seclien 2.5,

Our iterative approach is the following. Consider the distortion-rate function 13{p)
in (2). Begin with an initial rate allocation p®, ¢ = 0. Lincarize D(p) around p{}
in the variables ¢ = ¢{py), ! = 1,..., L, using the first two terms in the Taylor series
expansion of (2) around a}” = e(,of‘)):

D{p) = D(p“) + 3" 5+ o|le — €12, (4)
{

where € = (e1,...,¢1), €@ = (... D), and § is the partial devivative of (2)
with respect (o ¢ evaluated at €, Tt is straightforward to show that

J
02 ne - T -a)|any =% T10-4)aDy.
€1 [T [z git) <y
)

The factors Sy can be regarded as the sensitivity to losing a packet in layer {, i.e., the
amoeunt by which the distartion will increase when a packet in layer 7 is lost, given
the current amount of arasure protection on the other layers. Now we use the first
two terms of (4) in (3) and minimize the approximate Lagrangian

J(p) = D{pN) + ¥[8 elo) + An] -

This quantity is simple to minimizo since each term in the sum depends only on
one g In fact, the solution to this problem is to set each g equal to the rate at
which the line at slope — A supports the graph of Sf”e(p}. This produces a new rate
allocation p*t1} and the process is repeated. Assuming the process converges with
o — p* (which we have always abscrved in practiee) the resulting solution s
optimal, heeause (4) is exact at p = p®, By adjusting A, the overall rate constraint
can be met.

The resulting rate allocation g, ..., p} in general will not be equal across layers,
because the packet loss sensitivities 5p,..., S, in general are not equal across layers.
Thus the layers are provided with unequal amounts of protection,

2.4 Pseudo-ARQ

Even with unequal error protection, FEC dees not achieve the capacity of the packet
crasure channel, execept in the limit of large blocksizes. ARQ, on the other hand,
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Figme 2: (a) Psendo-ARQ and (b) hybrid FEC/Pscudo-ARG [or a single source
stream.

makes optimal use of the forward channel by transmitting only as many redundant
packets ag lost packets, Tn addition, it adapts aulematically to the packet loss prob-
ability. For Lhese reasons, ARG} Is nswd extensively for data transmission and oven
for real-time media transmission, such as video-on-demaned. Bul in the broadeast
case, ARQ is usnally regarded as impractical becanse of the NAK implosion problem.
However, we observe that for broadeast of real-time media, the delay is bounded, so
that the number of repeat-requests has to be limited to at most a fow. In addition we
obscrve that for very large numbers of receivers, cach packet will be lost by at least
one receiver. With these observations, it makes sense for the sender to repeatedly
transmit all of the packets all of the time, up to the delay bound.

This leads to the ides of Pseudo-ATRQ), illustrated in Figure 2a, in which the sender
transmits delayed versions of the source to different multicast groups. If & receiver
loses & packet, it can obiain a repeated packet by joining {and scon leaving) the
multicast. group to which the delayed version of the sowrce is transmiteed. If it loses
the repeated packet, then it can obtain a re-repeated packet by joining and leaving
the multicast group to which a further delayed version of Lhe source s transmitted,
and so on, nntil the packet is received or the delay bound is reached. The numbor of
dolayed versions multicast by the sender is therefore proportional wo she delay bound.

Because the transmission rate for muoltiple eopies of the souree can boe excessively
high, we actually advocate a hybrid of TEC and Pseudo-ARQ) techniques, in which
the sender delays the parity packets rather than the source packets themselves, so
that the “repeated” Information is actually parity information. Figure 2b illustrates
hybrid FEC/Pscudo-ARQ for ane source layer, blocked as before for K = 3 source
packets, cacl block producing N — K = 3 parity packets, Lwo of which are delayed
by one code block into a second “epoch” of parity packets for the block. The coding
delay for this system is the blocklength (3) times the number of epochs (2), or 6 in
this case. Hybridizing FRC with Psendo-ARQ reduces network traffic compared to
pure Psetdo-ARQ because a single parity packot can be used to respond to o NAK for
any packet in the block, Thus network traffic is reduced, and scalability is enhanced,
iu the hybrid system.
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2.5 Optimal error control

In hybrid FEC/Pscude-ARQ, the control process at each receiver for joining and leav-
ing the various multicast groups {(as a function of which packets have been received)
is stochastie, depending on the packet loss process. Indeed, this stochastic control
process can be regarded as a finite horizon Markov decision process.

A Markov decision process with finite horizon W is a Westep finite-state stochastic
process in which & decision can be made al each step, to inflnenee the transition
probabilities, in order 1o maximize an expected reward or minimise an oxpeeted cost.
A sequence of decision rules is called a pofiey, and the cptinal policy, in our context,
is the cne that minimizes the expectod cost D + AR of traversing the state space,

Let 5 be the number of source packets receivad, let ¢ he the number of parity
packets received, and lot ¢ be the number of total (source plus parity) packets trans-
mitted (not all of which are received). Those quantities define the state of the Markov
decision process for a given code block ol a given source layer { Lot w be the de-
cision cpoch. Initially, s = ¢ =t = w = 0, and the oxpected rate and (change in)
distortion for the code block are cach zero. At the beginning of each decision epoch
w=10,..., W —1, the receiver may requost the server Lo transinit a packets. In the
multicast scenario, the receiver accomplishes ihis by subscribing to the appropriate
number of clementary streams during the decision epoch. The value of @ may take
or any value in an alphabet A, possibly depending on the epoch, A deeision rule
dy is a deterministic mapping duw(s, ¢, £) from states at cpoch w into Ay a policy w
is a sequence of decision rules dy, dy, ..., dw_q {L0]. We seok the optimal policy m for
each layer { that minimizes

J(m) = D{m)+ AR(w) = Dy + Z [(« H(l - E('f-’f’))) AD+ AR . (5)
: =

Hare, efm) is the probability that a particular packet is nol vecovered in the code
block for layer { {after up to W retransmissions) under ervor coutrol policy , and
R{x) is the expected number of packets transmitted for the code block undor the
policy {normalized by the blocklength K). As in Section 2.3, {5) van be salved by
starting with an initial “policy alloeation® " ¢ = 0, and iteratively minimiving the
Taylor serics approximation

J(r) = D(@®) + 3 [$1e(m) + AR(m)] (6)
!

where 5, = S}t) is the sensitivity of losing & packet in layor { under the policy allocation
w®. Clearly, (6} can be minimized cemponentwise, by finding the policy m that
minimizes the term Sye(m )+ AR(a ). This can be solved with a dynamic programming
algorithm. For details, see [3].

3 Results

We now present. the resulis of our analyses. For the analyses in this paper, we model
the source as having an operational distertion-rate function D(R) = A272% for some
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Figure 3: Analytical results.

constant A and sequential packetizalion dependencics; we model the channel as having
independent, 20% packet loss; and we model the network as having no delay, jitter,
resequencing, or join and leave latencies. We concentrate on a single receiver, and
do no analysis of aggregrate receiver behavior. Thus in this paper we do no actual
souree coding, channel coding, or network transmission.

Fignre 3 shows the signal-to-noise ratio of the end-to-end reconstruction crror as a
function of the total packet transmission rate in packets per GO, With original REM,
which has no redundancy (N, K) = (8, 8)), as the receiver subscribes to more layers
its performance saturates, becanse with high probability there is a loss within the
first fow layers, rendering the subsecuent layers useless, With a fixed anount of FEC
determined by the sender ({N, K) = {11, 8), (14,8}, (17, 8), and (20, 8)}), performance
still eventually saturaies lor a similar reason, although at a higher level. Perhaps
more importantly, there is also likely to be a ponalty duce to channel mismatch if the
amount of FEC is sender-driven, particularly if the packet loss rate is underestimated,
Receiver-driven equal error protection can achlove the convex hull {dotted line) of
the sender-driven equal error protection schernes, with no channel mismatch. This
is because for cach transmission rate and packet loss rate, the receiver can choose
the optimal amount of redundancy to be applied equally to all layers to which it
subscribes, Of course, receiver-driven wnequal ervor protection {W =1, ' = 8} can
perform still bettor, by up to 3 dB. However, when this is combined with Pseudo-ARGQ
(W, K= {2,4), (4,2}, and (8, 1}), oven when the delay is Lield constant, performance
quickly approaches the optimal performance (the operational distortion-rate function
evaluated at the channel capaeity) as the mumber of epochs incronses, Indeed, the
performance of Pseudo-ARQ for W = 8 s indistingnishahble from D{(1 - ¢)R), where
(1 — e)R is the information-theovetic capacity (in packets per GOF} of the channel
with {ransmission rate R and independent packet lass probability e.
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4 Conclusion

In summary, we have presented a FEC and hybrid PEC/Pseudo-ARQ arvor con-
trol architecture for use in receiver-driven layered multicast systems. Pscudo-ARQ
uses only existing mnlticast mechanisims to process the ropeat requests, and henee
is scalable to an unlimited number of roceivers without incurring any ropeal request
implosions. We also presented algorithms for optimizing cach recciver’s reconstruc-
tion ¢uality at a given iransmission rate and packet loss probability. For the hybrid
FEC/Pseudo-ARQ scheme, this optimization invakves finding the optimal policy for
a [inite horiron Markov decision process. Analytical results show that on a channel
with 20% packet loss, receiver-optimized FEC with moderate delay can gain up to 18
dB aver systems without explicit error contrgl, and receiver-optimized Pseudo-A1LQ)
can gain up to an additional 13 R,
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