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ABSTRACT
A number of studies have shown the abundance of unused
spectrum in the TV bands. This is in stark contrast to
the overcrowding of wireless devices in the ISM bands. A
recent trend to alleviate this disparity is the design of Cog-
nitive Radios, which constantly sense the spectrum and op-
portunistically utilize unused frequencies in the TV bands.
In this paper, we introduce the concept of a time-spectrum
block to model spectrum reservation, and use it to present
a theoretical formalization of the spectrum allocation prob-
lem in cognitive radio networks. We present a centralized
and a distributed protocol for spectrum allocation and show
that these protocols are close to optimal in most scenarios.
We have implemented the distributed protocol in QualNet
and show that our analysis closely matches the simulation
results.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Wireless Communication

General Terms
Algorithms, Theory

Keywords
Cognitive radio networks, spectrum allocation, interval col-
oring, adaptive channel-width

1. INTRODUCTION
The number of wireless devices in the ISM bands have

proliferated significantly over the last decade. There are a
large number of Wi-Fi and Bluetooth devices, and WiMax
and city wide mesh networks are expected to add to this
congestion. These technologies interfere with each other and
hurt the overall performance. In contrast, other portions of
the spectrum are extremely underutilized. Recent measure-
ments have shown that only 5% of the spectrum from 30
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MHz to 30 GHz is used in the US [5]. In a recent pro-
posal, the Federal Communications Commission (FCC) is
exploring ways to reduce this imbalance by permitting the
use of unlicensed devices in the licensed bands when there is
no licensed (primary) user [1] operating on it. Parts of the
spectrum not in active use by the primary users are often
referred to as white spaces.

Cognitive radios are a promising technology for enabling
unlicensed devices to efficiently use the white spaces. These
radios dynamically identify portions of the spectrum that
are not in use by primary users, and configure the radio
to operate in the appropriate white space. Prior work has
shown that white spaces are fragmented and of different
sizes. The availability of white spaces is temporal and de-
pends on the geographic location of the radio [5, 30]. Thus,
a key challenge in the design of cognitive radios is the dy-
namic allocation of white spaces to different radios in the
network. The efficiency of the spectrum allocation deter-
mines both the network’s throughput as well as the overall
spectrum utilization.

The problem of allocating spectrum in cognitive radio
networks poses new challenges that do not arise in several
wireless technologies, including Wi-Fi. For example, cogni-
tive radios can dynamically adjust the center frequency and
the bandwidth (channel-width) for each transmission [30].
In contrast, traditional wireless networks use channels of
fixed, pre-determined width. For example, each channel in
IEEE 802.11a [2] is defined by the standard to be 20 MHz
wide. Due to the lack of pre-defined channel widths, cogni-
tive radios pose a new spectrum allocation problem: Which
node should use how wide a spectrum-band at what center-
frequency and for how long? We note that the formal analy-
sis of this spectrum allocation problem is more challenging.
So far, formal treatment of scheduling and channel assign-
ment problems in multi-hop wireless networks has typically
boiled down to coloring or matching problems, or variants
thereof [25]. However, while the notion of colors may be
suitable to model channels of predefined bandwidth, model-
ing variable communication networks with variable channel-
widths is more complicated.

In this paper, we introduce and study the dynamic spec-
trum allocation problem in cognitive radio networks. Our
goal is two-fold. First, we aim to formalize the problem
with respect to metrics that define a good solution. Based
on these theoretical underpinnings, we derive guidelines that
govern the design of an efficient practical spectrum alloca-
tion protocol. Second, we propose and analyze b-SMART, a
first-cut practical solution that can be implemented as part



of our cognitive radio platform [30]. Specifically, we make
the following contributions:

• We develop a theoretical framework for dynamic spec-
trum allocation in cognitive radio networks. The frame-
work captures the essential features of cognitive radios,
such as frequency agility and adaptive bandwidth, and it
introduces the concept of a time-spectrum block, which
represents the time for which a cognitive radio uses a
portion of the spectrum. We use this concept to define
the spectrum allocation problem as the packing of time-
spectrum blocks in a two dimensional time-frequency
space, such that the demands of all nodes are satisfied
best possible. Our model represents a fundamental de-
parture from the conventional analysis framework that
explicitly or implicitly uses variants of graph-coloring
problems for maximizing spectrum usage (scheduling,
frequency-allocation, etc.).

• We prove the problem to be NP Hard and present an
approximation algorithm that assumes full knowledge of
user demands and performs within a small constant fac-
tor of the optimum, regardless of network topology.

• We propose b-SMART (distributed spectrum allocation
over white spaces), a practical, distributed protocol to
solve the spectrum allocation problem in real cognitive
networks. b-SMART enables each node to dynamically
decide on a time-spectrum block based only on local in-
formation. Using both analysis and extensive simula-
tions in QualNet, we show that b-SMART achieves high
throughput and fairness under various scenarios.

2. SPECTRUM ALLOCATION PROBLEM
Our model for a cognitive radio is based on the KNOWS

prototype we are currently developing at Microsoft [30]. The
prototype consists of a reconfigurable transceiver and a scan-
ner. The parameters of the transceiver, such as the center
frequency and bandwidth, can be adjusted within 10s of
microseconds. The transceiver can only tune to a contigu-
ous segment of spectrum. Due to hardware limitations, the
possible bandwidth values are a discrete set in the range of
[bmin, bmax], where bmin and bmax denote the lower and up-
per bounds of the supported bandwidth, respectively. The
largest usable bandwidth is typically below 40 MHz. We
are also including an extra receiver radio in the prototype
to enable a common control channel for exchanging spec-
trum usage information. In our previous work [30], we have
shown how the extra receiver can be implemented using the
scanner radio.

2.1 Formal Problem Formulation
While our model and problem formulation is specifically

tuned to capture the physical capabilities of our KNOWS
prototype, it is general enough to allow for a wide range
of analytical and algorithmic studies of spectrum allocation
problems in cognitive radio networks. The model is primar-
ily intended to capture the novel algorithmic challenges aris-
ing from the nodes’s capability to adaptively change their
bandwidth (in addition to their center-frequency).
Definitions and Notation: We model the cognitive radio
network as a set of n nodes V = {v1, . . . , vn} located in
the two-dimensional Euclidean plane. Let d(vi, vj) denote
the Euclidean distance between vi and vj . Let fbot and
ftop denote the lower and upper end of the accessible target

spectrum, e.g., fbot = 470MHz and ftop = 698MHz in the
TV spectrum [1]. Each node vi ∈ V is equipped with a
radio transceiver that is capable of dynamically accessing
any contiguous frequency band [f, f +∆f ] for all fbot ≤ f ≤
f + ∆f ≤ ftop, as long as bmin ≤ ∆f ≤ bmax.

For each pair of nodes (vi, vj) ∈ V within mutual com-
munication range, Dij(t,∆t) denotes the demand in bit/s
that vi would like to transmit to vj during time interval
[t, t + ∆t]. This link-based demand subsumes the traffic of
all flows that are routed over this particular link1 and our
definition captures the fact that demands may vary both
between different links and also on a single link over time.

The crucial difference between the spectrum access using
predefined channels of fixed channel-width and the dynamic
access in cognitive radio networks is that (i) the bandwidth
(channel-width) of the spectrum allocated to different links
becomes an additional variable, and (ii) the radio param-
eters can be adjusted in a fine timescale. We say that a
time-spectrum block Bk

ij = (tk, ∆tk, fk, ∆fk) is assigned to
link (vi, vj) if sender vi is assigned the contiguous frequency
band [fk, fk + ∆fk] of bandwidth ∆fk during time interval
[tk, tk + ∆tk]. We can therefore view the dynamic spectrum
allocation problem as dynamic packing of time-spectrum
blocks into a three-dimensional resource, consisting of time,
frequency, and space. Suppose node vi ∈ V transmits to
receiver vj using a time-spectrum block Bk

ij . The amount of
data vj receives in [tk, tk + ∆tk] can be expressed as [14]:

Cij(B
k
ij) = ∆fk · A(fk, ∆fk) · ∆tk · B(∆tk). (1)

The function A(fk, ∆fk) characterizes how well the band
[fk, fk + ∆fk] can be utilized, which depends on the fre-
quency, the bandwidth, the spectrum condition as well as on
the hardware. The function B(∆tk) captures the hardware
and protocol-specific overhead incurred when accessing the
spectrum (for example the overhead incurred by contentions
and sending acknowledgements). We call Cij(B

k
ij) the ca-

pacity of the allocated time-spectrum block. Under ideal
channel conditions and disregarding any potential overhead,
the “ideal” capacity simplifies to Cij(B

k
ij) = γ∆fk∆tk for

some constant γ. However, this definition is oversimplified
in the sense that it allows for an overhead-free slicing of time
into infinitely fine-grained blocks. Therefore, in this paper,
we study a more realistic capacity definition that precludes
this possibility. We assume spectrum utilization to be linear
in the bandwidth, but B(∆tk) = (1 + β/∆tk), i.e.,

Cij(B
k
ij) = α∆fk(∆tk − β), (2)

for a constant β, that represents the overhead incurred when
accessing the spectrum band. This overhead may include
the time overhead of switching frequency or the time used
for medium access contention.
Interference Model:

In principle, the dynamic spectrum allocation problem can
be analyzed using a variety of underlying network and com-
munication models, for instance the classic protocol and
physical models [12]. In this paper, we consider a cogni-
tive radio interference model based on the simple protocol
model.2 In this model, each sender vi is associated with

1
Our definition essentially describes a link-based notion of schedul-

ing. All definitions and theoretical results in this paper can easily
be extended to broadcast scheduling problems, in which demands are
determined per node, instead of per link.
2
Even in classic single-channel networks, the protocol and physical



a transmission range Rt
i and a (larger) interference range

Rint
i . A message sent over a link (vi, vj) is possible if there

is no simultaneous transmitter vz such that vj is in vz’s in-
terference range Rint

z . That is, two time-spectrum blocks
Bk

ij(tk, ∆tk, fk, ∆fk) and B`
gh(t`, ∆t`, f`, ∆f`) are mutually

non-interfering if one of the following conditions is satis-
fied.

• d(vj , vg) > Rint
j and d(vi, vh) > Rint

i (space separation)

• max{fk, f`}≥min{fk+∆fk, f`+∆f`} (freq. separation)

• max{tk, t`} ≥ min{tk + ∆tk, t` + ∆t`} (time separation)

Since a cognitive radio incorporates a scanner to detect
primary signals, mitigating interference among secondary
users is the key challenge facing the dynamic spectrum allo-
cation. We define a set of prohibited bands P = {P1, . . . , PL},
where every P` ∈ P denotes a spectrum band P` = [fy , fz ]
that is used by a primary station and detected by the scan-
ner. A spectrum allocation schedule S is an assignment of
time-spectrum blocks Bk

ij to links (vi, vj) ∈ E, such that no

two assigned blocks Bk
ij , B

`
gh ∈ S interfere and no prohibited

spectrum is used. Formally, a schedule is S feasible if the
following conditions hold.

• No two assigned time-spectrum blocks interfere

• [fi, fi + ∆fi] ∩ P` = ∅ for every assigned block Bk
ij and

every P` ∈ P .

Dynamic Spectrum Allocation Problem:

Equipped with these definitions, we now state the dy-
namic spectrum allocation problem.

Given dynamic demands Dij(tk, ∆tk), a dynamic spec-
trum allocation protocol computes a feasible spectrum alloca-
tion schedule S that assigns non-interfering dynamic time-
spectrum blocks to links such that demands are satisfied as
much as possible, i.e., the spectrum is efficiently utilized.

Numerous specific measures and combinatorial optimiza-
tion problems can be derived from the above formulation.
The first such measure of interest that characterizes the per-
formance of protocols is throughput. As Cij(B

k
ij) is the max-

imum amount of data that can be sent over link (vi, vj) in
time-spectrum block Bk

ij , the throughput of link (vi, vj) in
[tk, tk + ∆tk] is

Tij(B
k
ij) = min{Dij(tk, ∆tk), Cij(B

k
ij)} (3)

and the throughput maximization problem asks for a feasible
schedule S that maximizes

Tmax =
X

(vi,vj)∈E

X

k

Tij(B
k
ij).

As the throughput measure does not account for any no-
tion of fairness, we want to maintain proportionally-fair through-
put among different demands. For some demand Dij(tk, ∆tk),
let Iij denote all time intervals [t, t + ω] for some fixed du-
ration ω, for which [t, t + ω] ∈ [tk, tk + ∆tk]. Then, the
minimum proportionally-fair throughput Tminfair(ω) is

Tminfair(ω) = min
(vi,vj)∈E

min
[t,t+ω]∈Iij

Tij(t, t + ω)

ω · Dij(tk, ∆tk)
,

models allow for vastly different communication patterns [20] if trans-
mission powers very between nodes. In case of uniform transmis-
sion powers, however, the two models exhibit similar characteristics.
Studying the spectrum allocation problem with varying transmission
powers significantly adds to its complexity and is an interesting av-
enue for future research.

where Tij(t, t+ω) is the throughput achieved during interval
[t, t + ω]. A high minimum proportionally-fair throughput
therefore guarantees that in every time-interval of length ω,
every demand gets its fair share of throughput. The shorter
ω is chosen, the more short-term and fine-grained this notion
of fairness becomes. In particular, a protocol that guaran-
tees good minimum proportionally-fair throughput for very
small values of ω (say, in the order of a few milliseconds)
leads to low latencies and minimizes jitter.

2.2 Complexity
As it turns out, even simple and highly restricted variants

of the dynamic spectrum allocation problem are computa-
tionally hard. In particular, the throughput problems are
hard even if demands have infinite duration (i.e., ∆t = ∞),
and sometimes even in single-hop scenarios or when there
are no prohibited bands, i.e., |P| = 0.

Theorem 2.1. The proportionally-fair throughput maxi-
mization problem is NP-complete even if |P| = 0.

Proof. The proof is by reduction to the NP-complete 3-
chromatic number problem in unit disk graphs, which is to
determine whether a given unit disk graph has a feasible ver-
tex coloring using at most 3 colors [11]. More precisely, we
consider a slightly more restricted family of unit disk graphs
in which every node appears in a clique of size 3. The proof
of [11] can be adjusted to show that the 3-chromatic number
problem remains hard in such graphs. The reduction works
as follows: Given an instance of the 3-chromatic number
problem in unit disk graph G = (V, E) in which every node
appears in a clique of size 3, we create the following instance
of the dynamic spectrum allocation problem: For each node
vi ∈ V, there are two cognitive radio nodes, a sender wi and
a receiver w′

i. Node locations of nodes wi in the plane cor-
respond to the positions of vi in V , but are scaled in such a
way that Rint

i corresponds to the unit distance of G. Finally,
each node w′

i is placed such a way that it sees the same set
of interfering nodes as wi, i.e., for all wj , i 6= j,

d(wi, wj) ≤ Rint
j ⇐⇒ d(w′

i, wj) ≤ Rint
j .

A close inspection of the hard instances derived in [11] re-
veals that finding such a placement is always possible. Fi-
nally, let the demand D′

ii of (wi, w
′
i) be D′

ii = (ftop −
fbot)/3, and all other demands Dij = 0. All demands are
invariable in time. It holds that G is 3-colorable exactly
if the maximum total throughput is Tmax = ftop − fbot.
In particular, if G is 3-colorable, each sender wi with color
ci in the original graph is assigned a time-spectrum block
(0,∞, fbot+(ci−1)(ftop−fbot)/3, (ftop−fbot)/3). By defini-
tion of the reduction to the coloring problem and the place-
ment of receivers w′

i, all these blocks are non-interfering and
hence, every demand has a proportional throughput of ex-
actly Tij/Dij = 1 − β/∆t. On the other hand, if G is not
3-colorable, every solution to the dynamic spectrum alloca-
tion problem assigns a time-spectrum block of bandwidth
at most 1/4 to at least one link at every time. Hence, for
at least one node, Tij/Dij > 1 − β/∆t. Unless P = NP ,
no efficient algorithm can distinguish these two cases, which
concludes the proof.

The following theorem can be proven analogously.

Theorem 2.2. The total throughput maximization prob-
lem is NP-complete even if |P| = 0.



Finally, the problem becomes NP-hard even in single-hop
networks if there are forbidden spectrum bands.

Theorem 2.3. For any |P| > 0, the proportionally-fair
throughput maximization problem is NP-complete even in a
single-hop environment.

Proof. This proof follows by reduction to the PARTI-
TION problem. Given a set A of numbers ai, the question
is whether A can be partitioned into two sets A1, A2 in such
a way that

P

i∈A1
ai =

P

i∈A2
ai = 1

2

P

i∈A
ai. Given an

instance of the PARTITION problem, define a single-hop
instance of the dynamic spectrum allocation problem such
that each value ai corresponds to two nodes wi, w

′
i with de-

mand D′
ii = ai · (ftop − fbot + x)/

P

i∈A
ai. Additionally, let

P = P with P = (ftop − fbot − x)/2, (ftop − fbot + x)/2. In
this setting, it is easy to see that an optimally porportionally
fair allocation is possible if and only if the set of demands
can be divided into two equal partitions.

3. CENTRALIZED ALLOCATION SCHEME
In order to shed light into the fundamental nature of the

problem, we first study a simple centralized algorithm whose
performance with regard to (short-term) proportionally-fair
throughput is provably good even in worst-case networks.
Based on our studies, we derive three desirable properties
of a practical, distributed solution, which we investigate in
subsequent sections.

The centralized algorithm assume that each node only
has one outgoing demand and that |P| = 0. Without loss
of generality, we also assume that fbot = 0. For notation,
let ∆min be the minimum duration of any demand and let
χ = ∆min/β be the ratio between the minimum demand’s
duration and the switching overhead time. In practice, χ is a
large constant. Let Dij(t) denote the current demand of link
(vi, vj) at time t, and let Sij(t) be the sum of demands of all
links in Eij at time t. For a link (vi, vj), we denote by Eij the
set of links that cannot be scheduled together with (vi, vj) at
the same time using the same frequency band. According to
our definition, a solution which assigns to each node blocks
of bandwidth Dij(t)(ftop−fbot)/Sij(t) is proportionally-fair
at time t.

In a nutshell, Algorithm 1 works as follows. Periodically,
after a time-interval of size Γ = χβ/k, it attempts to read-
just the current spectrum assignment and assigns new time-
spectrum blocks to each active link. The idea is that, on the
one hand, the algorithm should adjust quickly enough to re-
sponse in the demand variation, but on the other hand, too
frequent reallocation of time-spectrum blocks is inefficient
due to the overhead time β. The definition of Γ ensures a
good balance between these two contradictory aims.

Within a single time-interval, the algorithm tries to max-
imize proportionally-fair spectrum usage by greedily assign-
ing frequency intervals to nodes with active demands. A
demand is called active if its duration spans the entire time-
interval [tcur, tcur + Γ]. Particularly, demands are rounded
to the next higher power of 2. In non-increasing order of
this demand-size, frequency-intervals Iij are then allocated
to links with active demands in a simple greedy fashion.
The underlying reason for thus rounding demands in Line 4
is that, in combination with the greedy allocation of band-
widths, this avoids fragmentation of the spectrum (cf the
proof of Lemma 3.2) even in multi-hop scenarios. This guar-

Algorithm 1 Centralized Spectrum Allocation Algorithm

1: Define the constants Γ = χβ/k for some 3 ≤ k < χ.
2: Schedule at time tcur:
3: Let Acur = {Dij(t,∆t) | t + ∆t ≥ tcur + Γ} be the

set of active demands.
4: Let D′

ij =min{2i, i∈Z|2i ≥ Dij(t, ∆t)} for each
demand in Acur.

5: for each Dij(t,∆t)∈Acur in nonincreasing order of D′
ij :

6: Let Icur be the set of intervals already assigned at
time tcur. For Dij(t, ∆t), assign a frequency
interval Iij = [`ij , `ij + D′

ij ] such that it does not
overlap with any previously assigned interval in
Icur. By definition of D′

ij , such an interval
always exists and can be found easily.

7: end for

8: Let Φmax be the highest upper boundary `ij + D′
ij of

any interval Iij assigned to any active demand in Acur.
9: Set ϕ = (ftop − fbot)/Φmax and assign to each link

(vi, vj) with active demand the time-spectrum block
Bcur

ij = (tcur, Γ, ϕ`ij , ϕD′
ij).

10: tcur = tcur + Γ.

anteed absence of unwanted fragmentation in the greedy-
allocation phase is the key design principle of the algorithm.

The initial allocation typically leads to an infeasible so-
lution, and in order to fix this, all assigned frequency in-
tervals are linearly scaled down by a factor of ϕ = (ftop −
fbot)/Φmax, where Φmax is a scaling factor that ensures fea-
sibility. We now show that our algorithm is within a con-
stant ratio of the optimal solution with regard to Tminfair(∆)
for any value between 3β ≤ ∆ ≤ χβ. Due to lack of space,
some of the proofs are presented in a condensed form.

Lemma 3.1. All assigned time-spectrum blocks in the re-
sulting schedule are mutually non-interfering.

Proof. Blocks allocated in different time-intervals [t, t+
Γ] clearly do not interfere. Within a given [t, t + Γ], Line 6
guarantees that the intervals Iij are non-interfering. As all
links use the same scaling factor ϕ, the lemma follows.

The next lemma states that in each time-interval [t, t+Γ],
every active demand receives a time-spectrum block whose
bandwidth is close to the optimal proportionally-fair one.

Lemma 3.2. Let κ be a constant. Let OPTij(tcur, Γ) de-
note the (minimal) throughput of (vi, vj) in [tcur, tcur + Γ]
in an optimally proportionally-fair solution. For every link
(vi, vj) with active demand Dij(t, ∆t) ∈ Acur, it holds that

Tij(tcur, Γ) ≥
κ

2
· OPTij(tcur, Γ) ·

Γ − β

Γ
.

Proof. Each time a node is assigned a new time-spectrum
block, it incurs an overhead of time β. It follows that for an
active node,

Tij(tcur, Γ) ≥ ϕD′

ij(Γ − β) =
D′

ij(ftop − fbot)

Φmax

(Γ − β). (4)

A key ingredient for the proof is now that

Φmax ≤ 2Sgh(t) (5)

for the neighborhood Egh with maximal Sgh(t). This in-
equality is true because in Line 4, every demand is increased



by at most a factor of 2 and—crucially—there is no frag-
mentation: Because demands are all powers of 2, and time-
spectrum blocks are assigned greedily in non-increasing or-
der, it holds that when a demand D′

ij is assigned, every
available non-overlapping free space has size at least D′

ij .
That is, in the neighborhood of link (vg, vh) with maximal
Sgh(t), the only reason why Φmax may be larger than Sgh(t)
is the rounding.

Furthermore, it holds that in each time-window [tcur, tcur+
Γ] only active demands are considered, i.e., demands that
span the entire interval. By standard geometric arguments
that hold in the protocol model as long as Rint

i /Rt
i = O(1) [19],

we obtain for some constant κ ∈ O(1) that

OPTij(tcur, Γ) ≤
1

κ
· Γ ·

ftop − fbot

Sgh(t)
. (6)

Plugging (5) and (6) into inequality (4) concludes the proof.

Finally, we are ready to derive the theorem. The volatility-
ratio Ψ denotes the largest possible ratio between minimum
and maximum Sij(t) of any link (vi, vj) ∈ E during a time
interval of duration β.

Theorem 3.3. In every network and for every 3 ≤ k <

χ, Algorithm 1 is within a factor of O
“

Ψ · χ

χ−k

”

of the opti-

mal solution with regard to Tminfair(∆), where ∆ = 3χβ/k.

Proof. By the definition of χ < ∆min/β and Γ = χβ/k,
we know that every demand dij(t,∆t) appears in at least
three consecutive time-windows [tcur, tcur + Γ], at least one
of which it spans entirely. In this time-interval, Dij(t,∆t)
becomes active and therefore, Lemma 3.2 implies that the
throughput Tij(tcur, Γ) is close to the optimum. The first
and last time-window Dij(t, ∆t) appears in, it is not sched-
uled by the algorithm, but an optimal schedule may have
assigned a time-spectrum block to this link. By the defi-
nition of volatility, we know that OPTij(tcur, 2Γ) ≤ (Ψ +
1)OPTij(tcur, Γ) and, similarly, OPTij(tcur −Γ, 2Γ) ≤ (Ψ+
1)OPTij(tcur, Γ). Because this holds for every tcur, it fol-
lows from Lemma 3.2,

Tij(tcur, 3Γ) ≥
κ

2(Ψ + 1)
· OPTij(tcur, 3Γ) ·

„

1 −
β

Γ

«

.

The proof of the theorem is now concluded by deriving
the ratio OPTij(tcur, 3Γ)/Tij(tcur, 3Γ) and replacing β/Γ by
k/χ.

Notice that the bound in Theorem 3.3 gets tighter as k
increases. That is, the smaller the fairness interval, the
looser the proportionally-fair throughput guarantee. Setting
k = χ/2, for instance, we obtain an O(Ψ) approximation of
the optimum for an interval as small as 6β.

Summary: The centralized algorithm discussed in this
section does not lend itself for practical application in real
multi-hop cognitive radio networks. The purpose of our
studies has been to gain a deeper understanding of the in-
herent algorithmic challenges that a practical protocol for
the dynamic spectrum allocation problem faces, and con-
sequently, what desirable properties such a protocol should
have.

Opportunistic usage: Spectrum allocation should divide
the overall bandwidth B of white spaces to accommodate
the contending links by tuning the operating bandwidth.
In the centralized solution, the bandwidth assigned to the

transmission is DijB/Sij , which allows the spectrum to be
adaptively bundled together to deliver high throughput for
heavy traffic from few users, or be opportunistically frag-
mented and shared among a large number of contending
devices.

Fine-timescale control: Links should share the spectrum
in fine timescale in order to adapt to instantaneous traffic
demand and control latency. Γ = χβ/k is defined to achieve
a balance between the agility of solutions and the time over-
head associated with each allocation.

Non-interfering allocation: All time-spectrum blocks are
mutually non-interfering. The exclusive access to a time-
spectrum block largely reduces time overhead of contentions
in the given band, mitigates the hidden terminal problem
after frequency switching [15], and encourages packet aggre-
gation for high efficiency.

4. B-SMART: A DISTRIBUTED SCHEME
We now present b-SMART, a distributed and practical

spectrum allocation scheme. In order to realize dynamic and
fine-timescale allocation, nodes running the b-SMART pro-
tocol maintain the instantaneous spectrum usages of all their
neighbors. The sender and the intended receiver coordinate
with each other to reserve a time-spectrum block that is
available at both nodes. The size of the block is determined
using a local algorithm that is executed at the sender and
the receiver. First, we briefly describe the MAC protocol,
called CMAC [30], that we use to support the reservation
of a time-spectrum block. We then describe our spectrum
allocation algorithm that is run locally at each node.

4.1 CMAC: A Cognitive Radio MAC
CMAC works as follows. Each node that has packets to

send contends for spectrum access on the control channel. It
uses a three-way handshake with the destination node to de-
cide on the spectrum block to use for the transmission, and
reserve the time-spectrum block in the neighborhood. Each
neighboring node equipped with an extra receiver overhears
the handshake process and stores this information in a lo-
cal table. When the time arrives, both the sender and the
receiver configure their reconfigurable transceivers to switch
to the selected frequency band and exchange data packets
in the time-spectrum block. The nodes switch back to the
control channel after the reserved block is consumed.

CMAC’s three-way handshake is substantially different
from the RTS (request-to-send) and CTS (clear-to-send)
handshake used in 802.11. Although we reuse—for the ease
of exposition—some of the 802.11 terminology, all our con-
trol packets have different structure and functions. A sender
initiates the handshake using an RTS packet. This packet
has information about its traffic load and suggestions for
time-spectrum blocks, calculated using b-SMART . The traf-
fic load is described using the queue length and the average
packet size. Each suggested time-spectrum block is indi-
cated using a quadruple (f, ∆f, t, ∆t), where f is the offset
from 470 MHz, the lowest frequency in the TV bands.

On receiving an RTS packet, the destination node verifies
the time-spectrum blocks proposed by the sender and selects
one that is also available locally. It informs the sender about
its choice using a CTS packet. On receiving the CTS packet,
the sender announces the reserved time-spectrum block to
its neighbors using a DTS (Data Transmission reServation)
packet. Each node uses the overheard CTS and DTS packets



to build a two-dimensional (time and frequency) local view
of the current spectrum allocations and reservations. To
simplify control and avoid starvation, we limit each node to
have at most one valid reservation at any time, i.e., it can
contend for a new time-spectrum block only after completion
of the previous transmission.

On the arrival of a block’s start time, the sender and re-
ceiver tune their transceivers to the reserved band [f, f +
∆f ]. The transmission power is adjusted to ∆f · Pc/bc to
maintain approximately the same power spectrum density.
bc and Pc denote the control channel bandwidth and the
power that is used to send the control packets. Before trans-
mitting, nodes first perform physical-layer carrier sensing in
order to avoid interference with primary users in the TV-
bands. If the selected spectrum is clear, nodes exchange
packets without further back-off and the data rate is de-
cided by applying a standard rate control algorithm. In
the unlikely case that the selected spectrum is busy (for
example, due to loss on the control channel, deep fading,
or interference from adjacent frequency bands), the current
time-spectrum block is not used and the sender resumes con-
tention on the control channel.

Enhancements to CMAC: In order to avoid the control
channel from becoming a bottleneck and to ensure fairness
among contending nodes, it is crucial to appropriately adjust
the random back-off mechanism. In particular, it is well-
known that even in the basic 802.11 protocol and even for
a single communication channel, the problem of setting the
back-off window to its minimum size upon completion of a
transmission causes unfairness. [10]. A node that has just
finished transmitting has a higher chance of recapturing the
channel than other nodes, because its back-off window is
smaller.

Whereas this fundamental problem has a relatively minor
impact in single-channel scenarios, it becomes much more
dramatic in multi-channel settings or cognitive radio net-
works. In such scenarios, a large number of nodes can si-
multaneously transmit data on a band other than the con-
trol channel and hence, the rate of nodes returning to the
control channel is significantly higher than in single-channel
environments. If each of these returning nodes sets its con-
tention window to the minimum size, other nodes have vir-
tually no chance of gaining access to the channel and starve.

In order to alleviate this problem, our protocol imple-
ments the following enhancement to the 802.11-based back-
off protocol: When returning to the control channel upon
completion of a transmission, a node chooses the smallest
possible back-off window size larger than N , i.e., the small-
est window for which its transmission probability is smaller
than 1/N . This improvement of the protocol prevents an
over-increase of the sum of transmission probabilities of all
nodes, which, in turn, guarantees that the control channel
does not become a bottleneck even when the number of nodes
n becomes very large and significantly exceeds the maximum
number of available channels. This is also backed by our
analysis in Section 5.

4.2 Dynamic Spectrum Allocation Algorithm
The MAC scheme discussed previously only regulates which

sender-receiver pair may reserve some time-spectrum block
at a specific time. At the heart of our protocol is the dy-
namic spectrum allocation algorithm that decides on the
four variables t, ∆t, f , and ∆f to shape the block. The

Algorithm 2 Distributed Spectrum Allocation Algorithm

1: Let the available bandwidth options be: {b1, b2, ..., bn},
with b1 < b2 < . . . < bn.

2: I := min{i|bi ≥ B/N};
3: for i = I, . . . , 1 do

4: ∆f = bi; ∆t := min{Tmax, Tx Duration(bi, qLen)}
5: if ∆t == Tmax or i == 1 then

6: Find the best placement of the ∆f×∆t block in the
local spectrum allocation table that minimizes the
finishing time and is compatible with the existing
allocations and prohibited bands.

7: if the block can be placed in the local spectrum
allocation table then

8: return the allocation (t, ∆t, f, ∆f).
9: end if

10: end if

11: end for

algorithm is invoked when a sender sends a RTS packet to
an eligible receiver. The sender considers the overall band-
width of the white spaces B = ftop − fmin − |P|, the local
spectrum allocation table, and the corresponding queue size
qLen, to decide on a time-spectrum block.

This dynamic decision is guided by the following princi-
ples, which are derived in Section 3. First the bandwidth ∆f
should be determined based on the current demand; it must
be large enough to achieve a high data-rate, but it should
not be too large considering the fragmentation in the white
spaces and the fairness expectation. Hence, b-SMART at-
tempts to assign to each sender-receiver pair (vi, vj) a time-
spectrum blocks with bandwidth B/N , where we define N
is the number of current disjoint transmissions in the inter-
ference range of (vi, vj). Two transmissions are considered
disjoint if they do not share either endpoint. This definition
of N aims at achieving per-node fairness and is particularly
appealing because it can easily be implemented in the dis-
tributed setting. The second design trade-off involved is the
block duration ∆t. While using a shorter block reduces de-
lay and improves connectivity, it results in higher contention
on the control channel. Our approach sets an upper bound
Tmax on the maximum block-duration and nodes always try
to send for duration Tmax. As we motivate later, our choice
of Tmax amortizes the incurred overhead in the control chan-
nel, thereby preventing the control channel from becoming
a bottleneck.

The details of this algorithm are presented in Algorithm 2.
The algorithm evaluates the available bandwidth options in
decreasing order, starting with the bandwidth option just
exceeding B/N . For each bandwidth option ∆f = bi in con-
sideration, the algorithm estimates its corresponding trans-
mission time ∆t based on the current queue size (i.e., how
long it uses the specific bandwidth to empty the queue). If
the resulting transmission time exceeds Tmax, then ∆t is set
to Tmax. Given ∆t and ∆f , we optimize the placement of
the time-spectrum block in the local allocation table. This is
done by minimizing the finishing time while not overlapping
with the existing allocations and prohibited bands. If the
time-spectrum block of size ∆t × ∆f cannot be placed due
to the existence of prohibited bands, then the next smaller
bandwidth option is considered.

We next discuss our choice for the two important param-
eters, Tmax and N .
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Figure 1: Illustration of the spectrum allocation of

20MHz white spaces. Bandwidth options are 10 and

5 MHz. At time t1, Links L3, L4, L5 join L1 and L2.
All links are disjoint, blacklogged and within each

other’s transmission range. The bracket denotes the

link ID and the number of valid reserved blocks N ,

at the time of the handshake.

Setting Tmax: Let Λ
∆
= B/bmin denote the maximum

number of parallel transmissions that the white spaces of
bandwidth B can accommodate, where bmin is the smallest
bandwidth option. In b-SMART , Tmax is set to satisfy the
following condition:

Tmax = Λ · To = B · To/bmin, (7)

where To denotes the average time spent on one success-
ful handshake in the control channel. Before validating our
choice by means of analysis and simulation in Sections 5,
we briefly explain the main intuition behind the formula.
In order to keep the white spaces fully utilized, we need
to prevent the control channel from becoming the bottle-
neck. Therefore, it is important to ensure that the rate at
which handshakes are generated, Rl, is not less than the
rate at which nodes return to the control channel, Rr, i.e.,
Rl ≥ Rr. The handshake is generated at the rate of 1/To,
thus Rl = 1/To. Since the maximal number of parallel trans-
missions in the spectrum is Λ and each regular transmission
lasts for Tmax, the maximal returning rate is Λ/Tmax. The
definition of Tmax now follows from the fact that in a fully
utilized spectrum, we want Λ/Tmax to exceed 1/To. The
empirical formula indicates that by increasing Tmax or re-
ducing the handshake overhead, more parallel transmissions
can be supported by the control channel.

Estimating N : The algorithm chooses the bandwidth
∆f for a link L based on N , the instantaneous number of
disjoint transmissions in the interference range of link L. In
the distributed scenario, however, it is almost impossible to
get a perfect estimation of N considering such a process is
repeated in a fine timescale. We therefore approximate N
using the number of valid time-spectrum blocks stored in the
local table. At time tcur, a block is valid if t + ∆t > tcur.
Figure 1 depicts an example of this online approximation
of N . Initially, L1 and L2 each get a half of the spectrum,
because the number of pending blocks is 1, hence N is 2
and ∆f for each link is 10MHz. As three more links join the
network, the number of valid blocks increases. Accordingly
the protocol forces each link to reduce its bandwidth share
∆f to 5 MHz in order to increase parallelism. In the initial
stage when many new links join the network, it takes a time
period to collect relevant reservations and learn the existence
of the local contending transmissions. As we show in the
simulation section, this learning period is short for various
traffic types and even large number of new nodes.

Notice that since N is derived based on the up-to-date
reservations, b-SMART is responsive to user and traffic
dynamics. The number of disjoint transmissions is effec-

tively tracked especially when flows are long-lived and back-
logged with packets. In the unsaturated case, we find that
the method is conservative since B/N constrains the up-
per limit of the bandwidth. Hence, in such cases, more
complex greedy strategies could potentially achieve better
performance. Deriving different strategies for deciding the
time-spectrum blocks is interesting future work.

Receiver Scheduling: To meet the Tmax duration re-
quirement, our solution incorporates a packet aggregation
procedure and implements a round-robin scheduler to han-
dle the packet queues in a node. A node periodically exam-
ines the output packet queues for its neighbors. A neighbor
becomes eligible if (i) it does not have an outstanding reser-
vation, and (ii) the output packet queue for this neighbor
has accumulated enough packets to satisfy the Tmax require-
ment, or the queue has timed out for packet aggregation.

5. PERFORMANCE EVALUATION
In this section, we first establish a theoretical model that

describes the throughput achieved by b-SMART in fully
connected topologies. We also validate the choice of Tmax

in (7) and motivate our selection of control channel band-
width. We then present simulation results to show that
b-SMART performs well under most scenarios.

5.1 Theoretical Analysis
We first analyze the throughput achieved by b-SMART.

In line with the rich literature on Markov-based performance
modeling and analysis of randomized back-off protocols ini-
tiated by Bianchi [7], we focus on the saturation throughput.
We assume N disjoint flows in a single-hop network in which
each sender has backlogged queues with packets of equal
size. The minimum bandwidth option is bmin and that the
white space of bandwidth B can accommodate at most Λ
parallel transmissions. To show that even for large number
of stations (N > Λ), the control channel can be prevented
from becoming a bottleneck by setting Tmax according to In-
equality (7), we model the control channel using a Markov
model, and verify the model using simulations.

At any given time, let Q denote the number of stations
that contend on the control channel. Conversely, the num-
ber of stations that are currently transmitting in the white
spaces is N − Q. In order to make the Markov system an-
alyzable, consider the following simplification. In the sat-
urated case, every time-spectrum block used by a station
is of duration ∆t = Tmax. Because nodes obtain such a
block only after a successful handshake on the control chan-
nel, the time between two consecutive nodes return to the
control channel is at least To, the average time overhead
spent on one successful handshake. Instead of taking into
account these complex timing-dependencies between differ-
ent nodes sending in white spaces, we assume that in any
(small enough) time-interval of duration t, the probability
that a transmitting node returns to the control channel is
λret(Q) = (N −Q) · t/Tmax. On the other hand, the proba-
bility that in a time-interval t, there is at least one successful
handshake on the control channel can be approximated as

µsuc(Q) =
psuc(Q) · t

psuc(Q)tsuc + pcol(Q)tcol + pidle(Q)tidle

.

In this formula, the probabilities psuc(Q), pcol(Q), pidle(Q)
denote the respective likelihood of a successful handshake
on the control channel, a collision, or an idle time-slot, given



that Q nodes currently contend on the control channel. Fur-
ther, tsuc, tcol, tidle denote the respective duration of such a
time-slot. Specifically, it follows from our discussion in Sec-
tion 4.1 that in b-SMART , tidle equals the empty slot-time
σ and

tcol = tRTS + tDIF S + σ

tsuc = tcol + tCTS + tDTS + 2tSIF S + 2σ.

The probabilities λret(Q) and µsuc(Q) can now be inter-
preted as transition probabilities in a one-dimensional birth-
death Markov process {s(t)} with Λ+1 states CN−Λ, . . . , CN .
In this process, state Ci signifies a state in which i nodes
are contending on the control channel and consequently,
Λ − i nodes are currently in the midst of a transmission.
Let q = (qN−Λ, . . . , qN ) be the stationary distribution of
the chain. It is easy to show by induction that for all
N − Λ + 1 ≤ i ≤ N ,

qi = qN−Λ ·

QN−Λ+i−1
j=N−Λ λret(j)

QN−Λ+i

j=N−Λ+1 µsuc(j)
.

As the t cancel out in the above formulas and because of the
additional condition

PN

i=N−Λ qi = 1, the only remaining un-
knowns are the relative success, collision, and idle probabil-
ities psuc(j), pcol(j), pidle(j) for all values of N −Λ ≤ j ≤ N .
For each such j, we approximate these probabilities in the
steady state using the respective probabilities in a regu-
lar 802.11 DCF system consisting of j nodes as derived by
Bianchi in [7]. Notice that this simplification is justified due
to our improvement of the back-off protocol discussed in Sec-
tion 4.1. In the improved protocol version, the system state
upon the return of transmitting stations closely resembles a
steady state with C stations immediately. Hence, if W and
m denote the minimal size of the contention window and the
maximum number of backoff stages, respectively, then

psuc(j)=
jτ (1−τ )j−1

1−θ(j)
and pcol(j)=1−θ(j)(1−psuc(j)),

where θ(j) = (1−τ )j and τ follows from the unique solution
to the nonlinear system of equations in the two unknowns

τ and p defined by τ = 2(1−2p)
(1−2p)(W+1)+pW (1−(2p)m)

and p =

1− (1− τ )j−1. Finally, every time slot is either a success, a
collision, or idle and hence, pidle(j) = 1 − psuc(j) − pcol(j).
This completely specifies the Markov process.

Because the throughput achieved in state Ci is propor-
tional to (N − i) · bmin, the saturated throughput H of b-
SMART can be described by the expression

H = bmin ·
Tpacket

Tpacket + TACK

·
N

X

j=N−Λ

(N − j) · qj .

In view of this formula, it follows that, ideally, the process
should always be in state CN−Λ or at least remain in states
Ci with low i for most of the time. Figure 2 plots the sat-
uration throughput predicted by this model and compares
it with our simulation results. The figure shows that the
model closely matches our empirical findings.

Our model allows us to study the impact of Tmax and con-
trol channel bandwidth on network throughput. Figure 2
shows the throughput performance as Λ increases with dif-
ferent Tmax settings. In particular, the plot shows a setting
with N = Λ + 1; and other parameters are listed in Sec-
tion 5.2.
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Figure 2: Network throughput v.s Λ

As pointed out, our analytical result matches well with the
simulations. The reason why the choice of Tmax is crucial is
because it determines the number of parallel transmissions
Λ, in line with the bandwidth of white spaces B. When
Tmax is sufficiently large, b-SMART’s throughput increases
proportionally with B. In this specific example, Tmax =
20ms can support up to 50 parallel transmissions or 250
MHz white spaces. On the other hand, with smaller settings
of Tmax, the network throughput stops from increasing as
Λ grows over a certain point. At that specific point, the
value of Tmax is the minimal setting of Tmax to support the
corresponding number of Λ. Further extensive simulation
results give strong validation of this relationship between
Tmax and Λ and, consequently, the definition of formula (7).

The choice of 5 MHz control channel bandwidth tries to
balance the following two contradicting aims. The first is
to minimize the spectrum resource consumed by the con-
trol channel. The other goal is to minimize the average
handshake overhead, To, to control Tmax within the fine
timescale, say tenths of a millisecond. In this sense, the
control channel bandwidth determines To and hence, con-
tributes to the length of Tmax. Our choice of 5MHz control
channel bandwidth to regulate the white spaces in the TV
bands has been guided by thorough analysis and simulation
study.

5.2 Simulation Results
We have implemented b-SMART in QualNet [4]. In pre-

vious work [30], we studied the effectiveness of adaptively
allocating bandwidth to nodes, and showed that a basic ver-
sion of b-SMART outperforms any scheme that allocates
fixed bandwidth to all nodes. In this section, we evalaute
b-SMART in more detail, and show that it can efficiently
handle a variety of scenarios, including fragmented white
spaces, varying traffic patterns, different packet sizes and
varying node density.

Our experimental setup is as follows. We set the total
bandwidth of all available white spaces to be 80 MHz. We
allow nodes to only use discrete bandwidth values of 5, 10,
20 and 40 MHz, and assume that every 1 MHz of spectrum
delivers 1.2 Mbps [14]. We simulate the above bandwidths
using data rates of 6, 12, 24 and 48 Mbps respectively, and
by disabling auto-rate control in our simulations. We set
the control channel at the lowest data rate of 6 Mbps (5
MHz of spectrum) and Tmax to 5 ms. For simplicity, we use
the IEEE 802.11a OFDM waveform, with the same physical
layer parameters [2].

In our experiments, we use TCP and UDP flows among
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Figure 3: Network throughput achieved by b-SMART in different fragmentation patterns
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nodes. Unless otherwise noted, we set all flows to be back-
logged, and use 1500 byte packets.

5.2.1 Impact of Fragmentation
We first analyze the performance of b-SMART when the

white spaces are fragmented and non-contiguous. This can
occur when portions of the spectrum are occupied by li-
censed users. We study 4 simple fragmentation patterns,
namely 1, 2, 3, 4, which correspond to 16 fragments of
5 MHz, 8 fragments of 10 MHz, 4 fragments of 20 MHz
and 2 fragments of 40 MHz respectively. We evaluate the
performance of b-SMART for all 4 patterns under 3 differ-
ent scenarios: single hop TCP and UDP flows on changing
the number of non-disjoint flows (flows many share an end-
point) in the network, and a chain network on increasing

the number of hops in the chain. We present the results in
Figure 3.

In single hop networks, the total throughput of the sys-
tem increases with an increase in the number of flows in the
network. This is because b-SMART attempts to maximize
the use of available spectrum. Hence, it is able to sustain
a larger number of parallel flows when there are more flows
in the network. The increase in throughput is more grad-
ual after a certain number of flows, since b-SMART is able
to nearly utilize all the available bandwidth. The number
of flows when the increase becomes gradual depends on the
particular pattern. For example, in the 5 MHz case (Pat-
tern 1), the network throughput steadily increases with an
increase in the number of flows. However, the total through-
put in this case is the least among all patterns as there is
always chunks of bandwidth that b-SMART is unable to
use when there are only 20 non-disjoint flows. In the case
of a chain network, the total system throughput achieved
by b-SMART stabilizes after 2 hops. This is because b-
SMART can simultaneously schedule two non-consecutive
nodes in the chain to use two non-overlapping parts of the
spectrum.

5.2.2 Adapting to Traffic Patterns
We now show how b-SMART adapts to different traffic

patterns to utilize the maximum available spectrum. To
study this effect, we change the number of flows (6 and 20)
and the amount of traffic generated by them (from 100 Kbps
to 20 Mbps), and plot the total system throughput in Fig-
ure 4. We present the throughput numbers for fragmenta-
tion patterns presented in Section 5.2.1. When there are 20
flows in the network, b-SMART is able to use all the avail-
able spectrum when each flow generates more than 5 Mbps
of traffic. Since the minimum bandwidth in our experiments
is 5 MHz, the minimum amount of traffic per-flow required
to saturate this spectrum chunk is 6 Mbps. However, when
there are only 6 flows in the network, a demand of 5 Mbps is
not enough to saturate all the available bandwidth. Further-
more, the system throughput for all fragmentation patterns
is the same when each flow generates less than 5 Mbps of
traffic. When each flow generates more than 5 Mbps of traf-
fic, b-SMART adaptively allocates more bandwidth to each
flow, and hence fragmentation patterns with larger white
space fragments achieve higher throughput.

5.2.3 Impact of Low Load Flows
We now study the impact of non-backlogged flows on the



performance of b-SMART . In Figure 5, we plot the system
throughput when there are 2 backlogged flows coexisting
with a number of non-backlogged low-load flows that gener-
ate smaller (512 byte) packets at a lower rate (100 Kbps to
1 Mbps). As we increase the number of low-load flows, the
system throughput degrades by up to 12%. This is because
the overhead of control channel contention is not sufficiently
amortized when transmitting a smaller data packet.

6. RELATED WORK
Approaches to regulate spectrum allocation can broadly

be classified into two strategies: centralized and distributed
schemes. IEEE 802.22 [3], DSAP [27] and DIMSUMnet [8]
adopt a centralized scheme, where a central controller allo-
cates spectrum to all nodes. In contrast, b-SMART uses a
distributed approach that enables each cognitive radio to
make real-time decision on spectrum usage based on lo-
cally collected information. Within the distributed cate-
gory, most prior solutions are based on channels of fixed
bandwidth. In the context of 802.11, the proposed multi-
channel MAC schemes, for example SSCH [21], MMAC [15],
DCA [29], xRDT [24], HMCP [22], assume a set of channels
with preallocated fixed bandwidths. There has been prior
work on MAC protocols for cognitive radio networks [16,
23, 18]. These protocols can be used by two cognitive radio
nodes to coordinate on a free channel of fixed bandwidth to
communicate with each other. b-SMART takes these ap-
proaches one step further to enable nodes to coordinate and
communicate on channels of varying bandwidth.

In the more theoretical space, a vast amount of schedul-
ing and frequency allocation problems have been studied
for both stationary and ad hoc networks. These problems,
which often provide the theoretical foundation for practi-
cal MAC-layer protocols, have typically been modeled by
mapping them to variants of coloring and matching prob-
lems, e.g. [25, 17, 6, 28]. More recently, researchers have
derived more realistic, non-graph-based interference models
for wireless communication, e.g. [9, 26, 13, 20]. Although
often requiring novel solution techniques, the problem space
and hence the underlying algorithmic challenges in these
models remain the similar.

Our work stands apart from this prior work in that it
adds a new dimension to the problem itself: It combines not
only the question of determining when and/or at what fre-
quency each node should transmit, but also with how wide
a spectrum-band. In combination with the dynamic nature
of white spaces, the reconfigurability offered by cognitive ra-
dios therefore leads to novel and practically important the-
oretical and algorithmic questions.

7. CONCLUSIONS
In this paper, we introduced the spectrum allocation prob-

lem in cognitive radio networks. We defined a time-spectrum
block as a unit of spectrum reservation, and used it to for-
malize the spectrum allocation problem. In the process, we
showed that this problem is radically different from any ex-
isting work based on the fixed channelization. We also pro-
posed and evaluated a distributed solution, called b-SMART,
which enables nodes to share the white spaces in a fine
timescale.
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