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Abstract

As Cloud Computing is taking off, the presence of high perfance interactive Internet applications is exploding.
By nature, these applications require responsive clientes data exchange and lossless, in-order delivery. dusvi
work has shown that by using forward error correction (FEC)s possible to reduce the data streaming latency
caused by retransmissions of lost packets. However, tlee pchemes only send FEC packets when there are no
original packets pending transmission. In this paper, wthéu expand the hybrid FEC-ARQ protocol and show that
sometimes, the transmission latency can be further redbgguteempting original data packets with FEC packets.
We have formulated the decision of whether to send new @igiata packets, FEC packets, or resend original data
packets as a transmission policy. An optimal transmiss@ityis selected to minimize the delay experienced by the
application subject to a constraint on the amount of ovethBg using this optimal policy, we significantly improve
the delay performance over straightforward FEC schemekewbintrolling the amount of overhead due to FEC.
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Optimizing FEC Transmission Strategy for
Minimizing Delay in Lossless Sequential

Streaming

I. INTRODUCTION

With the rapid penetration of broadband networks and tleeaiCloud Computing, online interactive applications
are flourishing. Web-based applications, which use the seoas a thin client, are proliferating as the software can
be installed and maintained on centralized servers as epoddistributing the software on potentially millions of
client computers. Some examples of web applications areswakline auctions, web-mail, and online retail sales.
Software as a service (SAAS) is projected to grow to $15dillby 2012[[1], increasing its share in the enterprise
software market from 10.7% in 2007 to 18.2% in 2012. As anogxample, multi-player online games are seeing
rapid adoption as well. Many online games have associatideonommunities, making them a form of social
activity beyond single player games. Also, the rising papty of Flash/Silverlight/HTML5 and Java has led to an
Internet revolution providing a unified platform to deliveireaming audio, video, and other forms of interactivity
to the client.

One crucial aspect that affects the user experience of anaittive software application is its responsiveness.
Whenever the client sends an input (e.g keyboard/mouse emas), the requests must be sent to the server in a
distant data center, which processes the incoming commandshen sends updated data, audio, or video back to
the client for rendering. The responsiveness of the apicas directly related to the timely interchange of the
request and the response between the client and the server.

Unlike interactive multimedia applications, such as \olidaszideo conferencing, most interactive software
applications operate as a state machine. Therefore, tlzedet to be delivered losslessly and in-order so that
the client and server state are in sync. TCP (Transmissignir@dProtocol) provides reliable and ordered delivery
of content over the network and thus is commonly used. HowéM@P and its variants (such ds [2]-[4]) were
designed from the start to handle bulk data transfer (filerdoad / static web page download), and therefore
optimizes throughput, while making no attempt to minimike telay experienced by individual packets. Its use
of packet retransmission upon loss (ARQ) leads to higheaydeh individual packets when loss is present. This

can lead to poor performance for interactive applications.

A. Related Work

There has been a lot of previous work on improving the qualftyeal-time media (audio/video) applications.

However, we note that there are different delay and relighiéquirements when dealing with interactive software
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TABLE |

MEDIA STREAMING VS INTERACTIVE APP VSFILE DELIVERY

|| Media streaming| Interactive App | File delivery ||

Strict deadline Delay sensitive | No deadline
Best effort Reliable delivery | Reliable delivery
No ordering In-order In-order

Low delay Delay-aware Delay agnostic

applications. We summarize the differences of the qualftgearvice requirements between interactive software
applications vs. that of file delivery and media streamingaivle[T-A.

Note that many semi-interactive media applications witlead-to-end (E2E) delay tolerance of multiple-seconds,
such as video on demand (VOD) or internet TV, actually beltmghe same category as file delivery. As these
applications can typically build up a client buffer of sealeseconds worth of content and simply use retransmissions
to combat packet losses, the traditional TCP algorithmskvioe. In addition modern streaming solutions such as
Smooth Streaming start with small initial buffefd [5]] [6hchavoid initial startup latencies. However, interactive
applications, such as online game, remote desktop, and pgications, have a end-to-end delay requirement of
only hundreds of milliseconds. With such stringent E2E gelequirements, the increased latency caused by a
retransmission becomes significant.

Although we can attempt to use delay sensitive congestiatralostrategies such as|[7] to minimize congestion
induced packet loss, non congestion-induced packet |as8l iiirly prevalent in the internet, especially on wiesb
links where the signal-to-noise ratio (SNR) may be sometitogv, or in long distance, cross continent Internet
links [8], [Q]. In addition, when the interactive applicati is sharing a bottleneck with a flow using a loss based
congestion control such as TCP, it may experience congestiuced packet loss as well [10], [11].

An effective technology to reduce the delay caused by padsstis Forward Error Correction (FEC), that is,
sending additional encoded packets to protect the dataepmcdk congestion induced packet loss cases, sending
FEC packets will result in the reduction of the rate that carubed to send source (innovative data) packets since
the overall rate into the network has to be held constantdermto avoid further congestion induced loss. However,
a lower source rate with lower delay may still be preferablerhany interactive cases where the source has some
level of rate control.

FEC has been promoted widely in media (audio and video)rsirepapplications, e.g., in [12]=[16], and has been
used in practice in interactive (VolP/conferencing scersrand in multicast / broadcast media distribution. There
has also been work in optimizing proactive retransmissionanedia transmission so as to minimize distortion
subject to a rate constraint, where distortion is causedstydackets as well as packets which exceed their deadline
[17]. However, the use of proactive retransmissions or RE@rotecting reliable lossless data (such as in interactive
software or web applications) has been less common.

In [18], Rizzo and Vicisano have used FEC to support reliabldticast thereby reducing the bandwidth usage
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needed. In[[19], Sundararajan al.describe how to modify TCP by using random linear codes tdegtagainst
packet loss over the network. The idea is to retain all exgstiCP mechanisms for congestion control and triggering
of retransmission, but apply FEC (more specifically, randiaear codes across all data in the window) at the sender
and receiver, thereby masking loss in the network and impgoresponsiveness. 16 [20], we have optimized FEC
transmission strategy but fdossy online game data with a deadline constraint. However, ndnihe previous
work has concentrated on finding an optimal transmissiocategyy for delay minimization for real-time lossless

interactive data.

B. Contributions

This paper combines and extends a series of our previousswetch as[[21] and [22], in which we have
developed a hybrid FEC-ARQ protocol for optimized sequan(in-order) delivery. Our protocol is functionally
compatible with TCP, though it is not packet-level compatibVhenever a transmission opportunity arises, the
protocol will either retransmit a lost packet, send a newkpagif present), or send a FEC packet. The naive
approach, adopted in the earlier wofrk1[21], is to simply appaistically send FEC packets whenever there is a
“free” transmission opportunity. Moreover, the FEC packethis work is simply a linear combinations of all
unacknowledged source packets. However, in the later viggk fve showed that only sending FEC packets when
there are “free” transmission opportunities is not an optisolution. In certain situations, e.g., in networks with
high packet loss ratio, or when the traffic is bursty, or in gested cases (when the maximum application rate is
higher than the network capacity), it sometimes makes senpeeempt sending a new source packet with a FEC
packet of previously sent source packets. Although thecsopackets waiting in the sender queue get delayed, the
overall delay experienced by the application can be redudédalso showed that sometimes it makes sense to
only create an FEC packet of the first few packets rather thiaheaunacknowledged packets. We formulated the
problem of figuring which packet to send as an optimized trassion policy problem, where for each transmission
opportunity, we can choose to send one of three types of gmckpa new source packet, 2) a FEC packet, or 3)
a resent packet.

Though some of this paper covers similar material as digcliss[21] and[[2P2], this paper is able to explain the
algorithm in greater detail and discuss more corner caséiseaflgorithm. Moreover, this paper also presents new
results which validate that the proposed algorithm rund wedler real network conditions by using data from a
real network trace as opposed to just a simulated networnkreHavith random loss and fixed delay. We also show
more detailed experiments that evaluate how the performafi®ur protocol (delay, overhead, and application
bitrate) are affected as a function of channel loss rate disaseburstiness of the application traffic.

The rest of the paper is organized as follows. In §éc. I, wegr the transmission strategy in detail, explaining
the definitions of overhead and choice of packets and psli¢itie cost function is explained in Séc._1I-B and
the definition of overhead and computation of the overheadketa is discussed in SEc]lIl. In Séc] IV, we show

detailed simulation results to demonstrate the effecégsrof the proposed scheme.
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Fig. 1. Block Diagram.

II. TRANSMISSION STRATEGY

Fig.[d shows a block diagram of a typical network setup of aeractive application that uses our proposed
protocol. Since our protocol is functionally compatiblglwi CP, it may be used by any application that is currently
using TCP but demands responsiveness and low delay. Thersapglication produces original source packets to
send to the receiver. These packets typically come in a lamdtconsist of data which the receiver will process in
order. The packets are sent to the transport module. Thepwanmodule typically has a buffer to temporarily hold
the packets. The packets leave the buffer only when they bega acknowledged by the receiver. If the sending
buffer is full, the sending application receives feedbatkhis event from the transport module and reduces its
sending rate. For example, for an application that is sendindio/video, it can re-compress the audio/video at
a lower bit rate. For game applications, it can reduce theegstatus update interval to reduce the sending rate.
However, once the packets enter the transport module’sihuffey must be delivered losslessly to the receiver.

The transport module consists of two components. One is dingestion control module which estimates the
available bandwidth in the communications channel, dategmthe current sending rate, and backs off (reduces
sending rate) when congestion is detected. It tries to fingirashare of the bandwidth for the sending application
while trying to minimize self congestion induced loss aneéugjug delay. The hybrid FEC-ARQ protocol developed
in this paper can work with many existing congestion contnodules, e.g., TFRC rate control. The second module
is a transmission strategy module. It determines which tfpgacket to send at each transmission opportunity.

Since delay is the most important factor in determining thepived user performance of interactive applications,
the overarching goal for the transport module is to minintize expecteddelay incurred by each packet while
ensuring reliable in-order delivery. The delay incurredihy packets has several components — e.g., waiting time in
the sender’s queue, propagation delay, network queuiraydedtransmission delay, and decoding delay if a coding
scheme is used. The requirement of in-order delivery cam @dsise additional delay as a packet may need to wait
for prior missing packets to be delivered or decoded.

For the following discussion, we defimariginal packetsas the data packets which the application wishes to
send from the sender to the receiver. For a stream with amderaeliable delivery requirement, original packet
i is defined to besequentially decodabl@.e. usable) if and only if it and all prior packejs< ¢ are delivered or
decoded. Lesequential decodability delafDD) refer to the time span between when a packet enterseties

gueue (from the application) to the time it becomes seqakntiecodable. This delay is important for interactive
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Fig. 2. Timeline - First three packets have been sent, buneogssarily decodable. Last three have not yet been setimétr[n], the nth

coded packet is generated which reaches the receiver Aftgr time.

applications.

Let coded packeteefer to the packets that actually enter the network. Thaskgis can be original, FEC packets,
or resent packets. Letansmission delaype the delay sending these coded packets from the sendex tedbiver.
This delay consists of the network propagation delay andiigpgedelay. The SDD on the original packets is a
function of transmission delay incurred by the coded packstwell as loss rate suffered by the coded packets and

the coding strategy being used.

A. Choice of packets and policies

The transmission strategy can send one of three types okfsaakiginal packet, FEC packet, or resent packet.
The FEC packets consist of linear combinations (over a Gdleld) of existing unacknowledged (undecodable)
packets in the sender queue. bgt] be thelth original source packet which is represented as a vectayts,
each of which is an element iGF'(28). Then, ify[k] is the kth packet sent from the sender to the receiver, it can
be written asy[k] = fog[k] fex[l] = £ix, where f;,; are coefficients frontzF(28). If an original packet is sent,
theny[k] = x[b[k]], for someb[k] ande[k] = b[k]. Because of the in-order requirement, it can be shown that fo
FEC packets, without loss of optimalityjk] can be assumed to be the index of the first undecoded origatilep
in the sender queue. The transmission strategy choosesaimongst the following three transmission policies.

« Sending a new source packet without coding.

« Sending a FEC packet of only the first certain number of undedgackets.

« Resending an already sent packet which has timed out or begatively acknowledged.

B. Cost function used to decide amongst policies

At any given transmission opportunity, the cost that we osgeicide amongst the various policies is to minimize
the expected SDD. For our discussion, we define the followénms, which are shown in the timeline in Fig. 2.
o n is the current transmission opportunity.

n] is the index of the first unacknowledged packet in the sendeue prior to transmission.

e B
« E[n] is the index of the last packet in the sender’s queue.

Din] < E[n] is the index of the first packet which has not yet been sent.
o 7[k] is the time when coded packktleaves the sender.

o Alk] is the transmission delay experienced by coded pacKpropagation delay plus queuing delay).
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« v, is the time original packet enters the sender queue.

The expected SDD for original packetan be written a€); = > 5., 6 Proi{SDD = ), whereD is the set of
possible values for SDD given hyk] 4+ A[k] —~; overk. The probability of achieving this SDD jg [k] — pi[k — 1],
wherep, [k] is the probability that all original packets up to and inéhgl are decodable (i.e. packes sequentially
decodable) using transmissions up to and including tressaom k. This probability can be computed exactly with

reasonable complexity as shown [n][21]. This gives

o0

Dy =Y (m[k] = pi[k — 1])(7[k] + Alk] — ). 1)

k=0
The SDD is affected by the transmission delay through the t&fk], the time spent in the sender queue by
7[k] — v, and the network loss and coding strategyyhy:].

We assume that the congestion control module is able toaehiesmooth transmission rate and queuing delay
[7], Thus [k + 1] — 7[k] = T (the time between successive transmission opportunisieglatively constant)
and A[k] = A (transmission delay is stable and approaches the netwopagation plus queuing delay). Then,
rearranging terms if{1), we get

Di=(r[s]+A—m)+ > (1—plk)T, @)
k=s;
wheres; is the first packet transmission opportunity that comeg gféeket! enters the queue, thatég = min{; :
7[j] > v}. We can view this expected delay in terms of waiting times.hwitobability 1, packet waits until
the first transmission opportunity that comes after it entee queue plus the network transmission delay. With
probability 1 — p;[k] it waits an additional time of" for the next transmission opportunity. At a given transiiss
opportunityn for M original packets;; andr[s;] are the same for all transmission policies. We can remow&ethe

common terms to obtain the cost function to be optimized as
M—1

c=3" Z (1= pulk)). ®)

1=0 k=max(s;,n)
To simplify further, we only consider source packets starfrom! = Bn| (all other packets have already been
decoded) and ending &t[n] which is the last packet entering the sender queue. We cdstdcansider other
packets pasE[n] that will enter the sender’s queue, but this will be applaraispecific. For each packet we
only consider certain terms in the summation o%er~or packets which currently have non-zero probability of
decodability f;[n — 1] # 0), we only consider the first term in the summation, and fogioal packets which have

p[n—1] = 0, we look at the firstZ.; terms which is defined to be the expected timegilbecomes non-zero. This

gives,
Diln]—-1 E[n] n+L;—1
C~ > (1-pn Z Z 1. 4
l=B|n]

L; can also be estimated as the expected number of transmmsnmtunlties needed to successfully deliver all

packets prior to original packét L; can be computed using the current expected number of migsioketsq.,,
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and the current loss estimateas

:Qn—l—l—D[n].

L
! 1—c¢

(®)

The expected number of missing packets can easily be cothfrat® the probabilitieg;. If we remove common

terms and simplify, we get the following cost functions fending a FEC and an original packet respectively

Dn]—1
Crec = Z (1 —pi[n]) + (Eln] = D[?]_—Fel)(Qn * 1),
l1=B|n]
= (E[n] -~ Dn))Q
Corrg = Z (1 —pi[n]) + T . (6)
1=B]n]

pi[n] is the new probability of sequential decodability if thatcket is sent and?,, is the new value for the
expected number of missing packets up to the last packet-sénan FEC packet is sent, the last packet sent
stays atD[n] and if an original packet is sent, it increasesn] + 1. Using [6), we compute the cost for each
possible FEC packet (each value @f| = B[n|, B[n] + 1,..., D[n] — 1, with b[k] = B[n]) and for an original
packet §[k] = e[k] = D[n]) and send the one with minimum cost. The case wiigh= e[k] = B[n] is evaluating

the benefit of retransmitting the first packet in the sent guamd in cases when packets in the sent queue have

timed out, the algorithm will choose such a strategy.

C. Estimating Loss Rate

The value fore used by [(b) is estimated using a sliding window of certain benof packets into the past. The
loss for this window is computed ) and the overall loss rate is updated using- ne + (1 — n)ew using some

weightn.

D. Example of cost computation

As an example, consider= 0.1, B[n] = 1, D[n] = 4, E[n] = 6. That is, there are six packets in the burst, out
of which four have been sent but not yet acknowledged as ti#ogdable. The values fei[n — 1] would be the

following.
11 2 3 4 5 6

p; 0.9000 0.8100 0.7290 0.6561 0 O
Then, depending on whether we send a FEC packet which enssewall the original source packets or whether

we send a new original packet (packet p)would become

FEC 0.9656 0.9412 0.9258 0.9185 O 0

ORIG 0.9000 0.8100 0.7290 0.6561 0.5905 O.
For FEC, the expected number of missing packets with indexwould become&?,, = 0.0905, and for an original
packet the expected number of missing packets with indexwould be@,, = 0.5000. Using [8), we would get
Crrc = 3.8838, andCoric = 2.4255. Thus, in this case between the two, we should send the atigaxcket.

As another example, suppose the loss rate is &til]l but now B[n] = 1, D[n] = 10, and E[n] = 11. That is,
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almost the entire burst has been sent, but no packets haygegatacknowledged. Using the same computations
as above, the costs aérpc = 5.3622 andCorr¢ = 6.0465, and thus here we preempt a source packet to send
a FEC packet. In general, the advantage of sending a FEC tpackeases as loss rate increases and as the ratio

of unacknowledged packets (in-flight) to waiting packetsgénder queue) increases.

Ill. OVERHEAD

The optimization presented in the previous section was Igingominimize the average packet delay subject to
the current buffer conditions presented (packets waitinghe sender queue). The current buffer conditions are a
function of both the application traffic pattern as well as transmission rate. In this section, we analyze additional
constraints which relate to the amount of “overhead” which ave allowed to use.

The normalized overhead (referred to as just “overheaddefined as the number of actual packets sent on the
network minus the minimum number of packets that need to hedieided by the minimum number of packets.
Since we require lossless transmission, the minimum numbpackets that need to be sent is simply the number
of original packets plus the number of lost packets. For gdanif we wish to send 95 packets in a network with
5% packet loss, then sending 100 packets is zero overhewmt (Siout of 100 packets will be lost). If we send 110
packets corresponding to the 95 original source packets, We say that the overhead is 0.10 (10/(95+5)), that is
10 additional packets are sent for the minimum 100 packeisrtbed to be sent.

If the feedback on whether a packet is received or lost israteuwe note that only using retransmissions has
a overhead of zero since only those packets which are agtlosil are retransmitted. For example if the client
has sufficient buffer relative to the network round-trip éiflRTT) (say 5 seconds of buffer with 200ms RTT),
then it can simply re-request (using ARQ) the missing packedr any reasonable loss probability, the packet will
arrive within the buffered time period. For unicast scemanvith sufficient client buffer and where the server is
not overloaded, this is actually the best way to deliver entit

For interactive scenarios, where the client cannot affos@jaificant buffer, hybrid FEC-ARQ is used to improve
performance. Since there is no way to know which packets ctreably lost, the use of FEC packets will result in
some overhead.

In the above scenario, if the source wishes to send 95 paitkatsertain unit of time (say 1 second), and if the
channel allows for 110 packets, then the overhead can bastt 1©% (with no reduction in source rate) and can
even be higher if we allow it (at the expense of source ratewéver, if the overhead constraint is set to 10%,
then the allocation is fairly straightforward (simply létet application transmit at full rate and use 15 packets for
FEC and ARQ). If the channel rate is reduced to 105 packets,/teen we can achieve an overhead of at least
5%. If the constraint allows for up to 10%, then we can achiamg overhead between 5%-10%, by sacrificing
source rate to achieve better delay performance. If thereHanate is further reduced (say to 90 packets/sec), and
if our constraint is still up to 10% overhead, then we can usgnvhere between 0-10% overhead — in this case,
we have to reduce source rate even without FEC.

If we don’t consider source characteristics, it may seenh siraply maximizing the overhead (and minimizing
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the rate) may result in minimal delay. However, this resuita low application source rate. Here we consider
applications which wish to maximize their source rate byirgjvthem a buffer (the sender queue). That is the
application simply pushes as many packets as it can into farbof a certain size. The goal of the optimization

strategy is to try to minimize the delay for all packets caothgin the buffer.

A. Computing FEC Overhead

An overhead constraint is needed to ensure that the pegeenfanon-innovative packets (overhead) does not
take more than a certain amount. This constraint is met bplginooking at estimated overhead that any given
FEC packet will give. If sending that particular FEC packeguits in a the constraint being violated, it is simply
removed from consideration.

The overhead can be computed using a deterministic ternedhgson feedback) and a probabilistic term for the
in-flight coded packets (those which have not been ackn@el@dr timed out). At a given transmission opportunity
n, letw be the number of packets that are known to the sender to haveuseless by the receiver (from feedback),
and lett be the total number of packets received (from feedback). &iecompute the expected fraction of packets

which are overhead (more than the needed amount defined ap&Ek€ts minus lost packets) as

W+ > per Pepi) [k — 1]
(t+[F]) = (w+ X per Pefr) [k — 1)

where 7 is the set of in-flight coded packets, af#| is the number of such packets. The probabifity,) [k — 1]

u =

()

is the probability that we were already able to decode up[d given transmissions up tb — 1, and thus is the
probability that thekth coded packet with ending positiefk] was useless.

For any given packet that we are considering on transmitiing, we can update the séf, and can calculate
an updated value ofi. We control the amount of overheadto below a certain thresholti; 4 x. If sending a
particular FEC packet causesto be above this threshold, we do not consider it for transimis We note that
sending original packets for the first time and resending paskets cannot increase

We believe that this definition of overhead — as a fractionvarbead packets to needed packets — is more useful
than the typical definition of redundancy which is the fraotof FEC packets to source packets. For example, if
the loss rate is 5% and if 5% of the total packets are FEC, thest mf the FEC packets are actually used to

recover lost packets, and thus there is no overhead.

IV. EXPERIMENTAL RESULTS

In this section, we show the performance of the proposedithyEC-ARQ protocol and transmission policy
optimization. We simulate the setup as shown in Elg. 1. Thatium used in the experiments is as follows.
The application produceB packets of sizeB bits with an inter-burst gap off seconds. This gives a maximum
application source rate &f = PB/G bits/sec. We assume that if the source rate exceeds netwoadwidth and
the sending buffer is full, the application rate control ratedwill kick in, and excess packets will be dropped. The

sending buffer size i§) bits. The congestion control module provides a transmissjgportunity to send a single
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TABLE I
SDD PeERCENTILES(90%, 95%, 99%)FORQ = 16 PACKETS, Upyax = 10, S = 500KBPS, R = 400KBPS. L IS THE LOSS RATE D IS
THE ROUND TRIP DELAY IN SEC TYPE SHOWS THE STRATEGY BEING USEP*N O COST REFERS TO THE OPPORTUNISTIEECSTRATEGY
IN [21], “CoST’ REFERS TOFECWITH USE OF COST FUNCTIONAND “ARQ” REFERS TO RETRANSMISSION ONLY“LB” IS THE LOWER
BOUND OBTAINED FROM AN “ORACLE” WHICH HAS INFORMATION ON EXACTLY WHICH PACKETS WILL BE LOST, AND THUS THEY ARE
IMMEDIATELY RETRANSMITTED . U 1S THE ACTUAL FRACTION OF OVERHEAD PACKETS

| L | D | Type | 90% | 95% | oo | U |
005] 0.15] ARQ | 0.47 | 051 0.63] 0.00
0.05| 0.15 | No Cost| 0.43 | 0.47 | 0.51 | 0.11
0.05| 0.15| cost | 0.37 | 0.41| 051 0.11
005| 015| LB | 033|033 037/ 0.00
015| 0.15| ARQ | 0.63| 071 | 1.01] 0.00
0.15| 0.15 | No Cost| 0.53 | 0.59 | 0.67 | 0.11
0.15| 0.15| Cost | 0.47 | 0.53 | 0.63 | 0.22
015| 015| LB | 037|039 0.43] 0.00
0.15| 040 | ARQ | 1.64 | 1.79 | 2.55 | 0.00
0.15 | 0.40 | No Cost| 0.76 | 0.80 | 1.46 | 0.29
0.15| 0.40 | Cost | 0.56 | 0.58 | 0.68 | 0.39
015| 040| LB | 052 | 054 058 0.00

B-bit packet everyI" seconds giving a network transmission ratef B/T bits/sec. We assume that the channel
has a delay oD seconds (round trip time) and a loss ratelofU,; 4 x is the maximum amount of overhead that
is allowed.

For all the experiments, we show two figures, one is the cutimelaensity function (CDF) of the sequential
decodability delay (SDD), and the other is the CDF of thean&ineous application bit rate defined as the number
of packets from the burst that are sent divided by the spdoétgeen the bursts. We compare the following four
transmission strategies.

« The best achievable bound. This is the performance if thdesemas immediate knowledge of which packets

will be lost and retransmits them immediately at the nextgraission opportunity.

o The strategy using only retransmission (ARQ).

« The strategy adopted in_[21]. This is referred to as the “n&t’cBEC or opportunistic FEC. In this strategy,
an FEC packet of all unacknowledged source packets is seshevier the sender queue is empty. Otherwise
an original packet is sent.

o The cost based transmission strategy developed in this.pape

For all simulations, we seB = 8000 bits (1KB) and P = 10 packets (the burst length). We first show the
achievable performance if we are allowed to send as much EEGeanetwork allows (set the overhead constraint
Umax = 10) in a congested network, whesi = 500Kbps, R = 400Kbps, D = 0.15sec, L = 0.05, and

@Q = 16packets. We note that the total sending rate is constraigethd network bandwidth, and the source
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TABLE Il

SDD PERCENTILES AND FRACTION OF OVERHEAD PACKETS FOR) = 16 PACKETS, Uprax = 10, S = 300KBPS, R = 400KBPS.

| L | D | Type | 90% [ 95% | oo | U |
0.05] 0.15] ARQ | 0.46 | 0.58 ] 0.68 | 0.00
0.05| 0.15 | No Cost| 0.36 | 0.38 | 0.40 | 0.28
0.05| 0.15| cCost | 0.36 | 0.38 | 0.41| 0.30
005| 015| LB | 034|035/ 0.38] 0.00
015] 0.15| ARQ | 0.70 | 0.86 | 1.15 | 0.00
0.15| 0.15 | No Cost| 0.41 | 0.54 | 0.66 | 0.18
0.15| 0.15| Cost | 0.46 | 0.50 | 0.62 | 0.24
015| 0.15| LB | 0.37 | 040 | 0.44 | 0.00
0.15| 0.40| ARQ | 1.67| 1.77 | 3.10| 0.00
0.15 | 0.40 | No Cost| 0.65 | 0.66 | 0.83 | 0.33
0.15| 0.40 | Cost | 0.62 | 0.65| 0.75 | 0.54
015| 040| LB | 058 | 0.61| 0.66| 0.00

TABLE IV
SDD PERCENTILES AND FRACTION OF OVERHEAD PACKETS FOR) = 16 PACKETS, Uprax = 10, S = 300KBPS, R = 400KBPS, USING
REAL COLLECTED NETWORK TRACES THIS PARTICULAR TRACE FROMNORTH AMERICA TO EUROPE HAD AN AVERAGE LOSS RATE OF5%
AND RTT=20Qus.

| L | D | Type | 90% [ 95% | 90| U |

0.05| 0.20 ARQ 0.34 | 0.40 | 0.57 | 0.02
0.05| 0.20 | No Cost | 0.32 | 0.35 | 0.48 | 0.10
0.05| 0.20 Cost 0.31| 0.34| 0.39 | 0.09
0.05| 0.20 LB 0.26 | 0.28 | 0.31 | 0.00

application will reduce its sending rate through notifioatof the sending buffer being full. The results are shown
in Fig.[d and summarized in Tab[e]lV. The 90th percentile ofDSEduces by over 14% when using the cost
function vs. not using the cost function, the 95th perceriil over 12%, and the 99th percentile is about the same.
The actual percentage of overhead packets is 11.2%. We edsthat the application bit rate is smoother, with the
application capable of delivering a bit rate of at least 30p&90% of the time, rather that 70% of the time if the
cost function is not used. This is due to the fact that longe&DD results in the sender queue being emptier.

Keeping other parameters the same, if we increégde 32 packets, we observe that few FEC packets are sent
(regardless of whether we use the cost function or not). €asan is that sincé > 7', the buffer is almost always
full, and sinceQ is relatively large, the penalty for sending FEC packetsigh lsince E[n] — D[n] in Eqn. [8) is
large.

In the second experiment, we increase the loss rate $00.15 (see Fig[# and Table1V). From TaHdlellV, we
observe that cost based transmission policy reduces 90teméde SDD by 11%, 95th percentile SDD by 10%,
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Fig. 3. Results withQ) = 16packets,. = 5%, D = 0.15sec. (a) CDF of SDD, (b) CDF of application bitrate.

and 99th percentile SDD by 6%. The application sending k& i& also much smoother with the cost function
than without. However, both of the schemes reach a mediah (&centile) bit rate of about 250 kbps.

In the third experiment, we further increase delaylo= 0.4seconds. From Fid.] 5, we see that by using the
cost function, we are able to achieve a result very close @ddtver bound (in terms of SDD and application bit
rate). From TabléV, we can see that this comes at the experisereasing the percentage of overhead packets
to close to 40%.

In the fourth experiment, we consider the case when the mktisonot congestedy < R). We reduce the the
maximum source raté to below capacity (300 kbps) and keep other parameters tne.sé&/e observe that the
cost function based transmission policy gains no advantage the opportunistic FEC (see Fid. 6 and Tdblé V).
Opportunistic FEC is able to achieve a result close to theetdvound especially in the high-loss, high-delay case
where we have spare capacity. This confirms the results mebén [21]. This is basically a case where even
without any additional constraints, we can use up to 12% ez,

Finally, in Fig.[8, we show the effect of modifying the framti of overhead packets alloweliy;4x, in the
L =0.15, D = 0.4sec case. We see that the SDD performance keeps getting &ette; 1 x is increased (at the

expense of reducing application rate). We note that althahe Uy, 4x = 10 case is intended to show the best
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Fig. 4. Results with) = 16packets,L = 15%, D = 0.15sec. (a) CDF of SDD, (b) CDF of application bitrate.

case, the actual overhead for this is obly= 0.39.

A. Results using real network trace

In Fig.[d and in Tabl&TV, we show the performance using reakpatrace to drive the simulation. In the trace
collection, we connect from one machine in North America t@ @n Europe, and measure RTT for each packet
sent, and whether the packet is received or not. The avewmgerate for this trace was 5% and the RTT was
approximately 200ms. However, the losses were not nedlgssandom, and there were some periods of burst
loss. We see that if we use this trace, the results are simildrwe still see gains in the SDD. The SDD reduces
from 600ms in pure ARQ case to 500ms in opportunistic FEC ton#when using the cost based optimization

presented here.

B. Function of loss rate

In Fig.[d, we show how the overhead, the 99% SDD, and appicdiitrate are affected by loss rate (all other
parameters are same as in the original experiment) for teebased scheme and the opportunistic FEC scheme.

We see that in as the loss rate increases, so does the ovedcheddimize delay. This comes of course at the
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Fig. 5. Results with) = 16packets,L = 15%, D = 0.40sec. (a) CDF of SDD, (b) CDF of application bitrate.

expense of application bitrate. The opportunistic FEC ntsvieack to a pure ARQ scheme as loss rate increases
as there are very few free opportunities to send FEC packe&gi(num source rate is much larger than capacity).

Thus, we also see that the improvement in SDD from using tlsé fomction increases as loss rate increases.

C. Function of burst length

In Fig.[10, we show how the overhead, the 99% SDD, and apjdicdtitrate are affected by burst length for
the cost based scheme and the opportunistic FEC scheme. t&/¢hab as burst length increases, the advantage of
the cost based scheme over the opportunistic scheme alsa#es. This is because the cost based scheme will

periodically insert FEC packets into the burst whereas fioctunistic FEC will wait for the entire burst to finish.

V. CONCLUSION

We have presented a hybrid FEC-ARQ protocol that is funeflgrcompatible with TCP but optimized for low-
delay data delivery. The protocol uses a cost based trasismistrategy to optimally choose amongst transmission
policies of sending 1) a source packet, 2) a FEC packet of teeckrtain number of undecoded packets, and 3) a

resent packet which has timed out or been negatively acletyeld. Through extensive experimental results, we have
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Fig. 6. Results with) = 16packets,L = 15%, D = 0.40sec, but source rate lowered to below capacity (300Kbps).

shown that the proposed scheme achieves better delay parioe than the opportunistic FEC scheme especially
for cases when the application traffic is bursty, the maxinsource rate exceeds that of the network capacity, the
network packet loss rate is high, and/or the network delayigh. We have also examined the performance of the

scheme as a function of loss rate and burstiness of the afiphictraffic.
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