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Abstract—Variation in illumination conditions caused by weather, time of day, etc., makes the task difficult when building video

surveillance systems of real world scenes. Especially, cast shadows produce troublesome effects, typically for object tracking from a

fixed viewpoint, since it yields appearance variations of objects depending on whether they are inside or outside the shadow. In this

paper, we handle such appearance variations by removing shadows in the image sequence. This can be considered as a

preprocessing stage which leads to robust video surveillance. To achieve this, we propose a framework based on the idea of intrinsic

images. Unlike previous methods of deriving intrinsic images, we derive time-varying reflectance images and corresponding

illumination images from a sequence of images instead of assuming a single reflectance image. Using obtained illumination images,

we normalize the input image sequence in terms of incident lighting distribution to eliminate shadowing effects. We also propose an

illumination normalization scheme which can potentially run in real time, utilizing the illumination eigenspace, which captures the

illumination variation due to weather, time of day, etc., and a shadow interpolation method based on shadow hulls. This paper

describes the theory of the framework with simulation results and shows its effectiveness with object tracking results on real scene

data sets.

Index Terms—Intrinsic images, reflectance, shadow removal, illumination normarization, video surveillance, robust tracking.

�

1 INTRODUCTION

VIDEO surveillance systems involving object detection
and tracking require robustness against illumination

changes caused by variation of, for instance, weather
conditions. Difficult situations arise not only by the change
of illumination conditions, but also by the large cast
shadows of surrounding structures, i.e., large buildings
and trees. Since most visual tracking algorithms rely on the
appearance of the target object, typically using color,
texture, and feature points as cues, these shadows degrade
the quality of tracking. In urban scenes, where building
robust traffic monitoring systems is of special interest, it is
usual to have large shadows cast by tall buildings
surrounding the road, e.g., Fig. 2a. Building a robust video
surveillance system under such an environment is a
challenging task. To make the system insensitive to
dramatic change of illumination conditions and robust
against large static cast shadows, it would be valuable to
cancel out those illumination effects from the image

sequence. Our goal is to “normalize” the input image
sequence in terms of the distribution of incident lighting to
remove illumination effects including shadow effects. We
should note that our method does not consider shadows
cast by moving objects but those cast by static objects such
as buildings and trees. To achieve this goal, we propose an
approach based on intrinsic images. Our method is com-
posed of two parts as shown in Fig. 1.

The first part is the estimation of intrinsic images, which

is an offline process, depicted in A of Fig. 1. In this part,

first, the scene background image sequence is estimated to

remove moving objects from the input image sequence.

Using this background image sequence, we then derive

intrinsic images using our estimation method which is

extended from Weiss’s ML estimation method [21]. Using

the estimated illumination image, which is a part of intrinsic

images, we are able to robustly cancel out the illumination

effects from input images of the same scene, enabling many

vision algorithms such as tracking to run robustly. After the

derivation, we construct a database using Principal Com-

ponent Analysis (PCA), which we refer to as illumination

eigenspace. This linear subspace captures the variation of

lighting conditions in the illumination images. The sub-

space is used for the following direct estimation method.
The second part is a direct estimation of illumination

images, shown in B of Fig. 1. Using the preconstructed

illumination eigenspace, we estimate an illumination image

directly from an input image. To obtain accurate illumina-

tion images, shadow interpolation using shadow hulls is

accomplished.
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In the remainder of this paper, we first overview related

work in Section 1.1 and, in Section 2, we propose a method

to derive time-varying reflectance images Rðx; y; tÞ and

corresponding illumination images Lðx; y; tÞ. Derivation of

the illumination-invariant images using the illumination

images Lðx; y; tÞ is described in Section 3. In Section 4, we

propose a method to estimate R and L directly from an

input image using PCA. In addition, to obtain more

accurate illumination images, we use a shadow hull-based

interpolation method, which is described in Section 4.1.

Experimental results are described in Section 5. Finally, we

conclude the paper in Section 6.

1.1 Related Work

Barrow and Tenenbaum proposed to consider every retinal

image as a composition of a set of latent images, which they

refer to as intrinsic images [7]. One type of the intrinsic

images, R, contains the reflectance values of the scene,

while the other type, L, contains the illumination intensities,

and their relationship can be described by I ¼ R � L. Since
illumination images L represent the distribution of incident

lighting onto the scene while reflectance images R depict

the surface reflectance properties of the scene, this
representation becomes useful to analyze and manipulate
the reflectance/lighting properties of the captured scene.

While decomposing a single image into intrinsic images,
namely, a reflectance image and an illumination image,
remains a difficult problem [5], [7], [4], deriving intrinsic
images from image sequences has seen great success.
Recently, Weiss developed an ML estimation framework
[21] to estimate a single reflectance image and multiple
illumination images from a series of images captured from a
fixed view point but under significant lighting condition
variation. Finlayson et al. [6] proposed a similar approach to
ours independently. They derive the scene texture edges
from the lighting-invariant image, and by subtracting those
edges from the raw input images, they successfully derive
shadow-free images of the scene. We also take advantage of
the fact that the reflectance image essentially models the
scene texture in a manner invariant to lighting conditions.
We accomplish edge substitution between the reflectance
image and illumination images, enabling robust derivation
of scene-texture-free illumination images. In a single image
framework, Tappen et al. [17] proposed an approach to use
learning-based shading classifier accompanied with chro-
maticity-based classification method. Categorization was
done by assuming that differences in chromaticity values
indicate reflectance edges and then classifying edges having
similar chromaticity values by using a shading pattern
classifier [13] which is prelearnt using synthetic images.
Although this method successfully separates shading and
reflectance components, the shading classifier must account
for the illumination direction, which is generally difficult to
determine at each local point.

Several other works on shadow detection have been
proposed. Deterministic model-based approaches to detect
shadow regions are proposed by Kilger [14] and Koller et al.
[3] that exploit gray level, local, and static features. In
statistical approaches, Stauder et al. [9] and Jiang et al. [2]
proposed a nonparametric approaches independently that
use color, global, and dynamic features for enhancing object
detection.
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Fig. 1. System diagram for illumination-normalization.

Fig. 2. (a) An input image iðx; y; tÞ, (b) reflectance image derived by ML estimation rwðx; yÞ, (c) illumination image derived by ML estimation lwðx; y; tÞ,
(d) our time-varying reflectance image rðx; y; tÞ, and (e) our illumination image lðx; y; tÞ.



2 INTRINSIC IMAGE ESTIMATION

Our work is inspired by ML estimation method [21] of
estimating intrinsic images from a sequence of images
captured from a fixed viewpoint under varying illumina-
tion. In this method, natural image statistics [8] are used as
priors to estimate a single reflectance image and multiple
illumination images. Although the method assumes the
scene to be Lambertian, it is still effective to extract the
scene texture, not a reflectance image, from a scene which
contains specular surfaces. In that case, however, the
estimated reflectance image does not accurately depict
surface reflectance property of the scene and some portion
of the reflectance property will be included in illumination
images. If we consider real world scenes, it is often difficult
to expect the Lambertian assumption to hold. A typical
example is white lines on a road surface, which show
variable reflection with respect to illumination changes. We
prepared a synthetic scene shown in Fig. 2a. The scene is
composed of a road surface and pedestrian stripes that have
different reflectance property from the road surface. With
an assumption that the view point is fixed and the scene is
roughly Lambertian, the ML estimation-based method
derives the scene reflectance image by taking the median
of filtered input image in log domain. Denoting log
reflectance of the road surface and stripes with r1 and r2,
respectively, the reflectance difference at the boundary of
the road surface and the stripes becomes jr1 � r2j. Since the
ML estimation method assumes that the scene is Lamber-
tian, i.e., r1 and r2 are constants, the difference jr1 � r2j is
also constant. However, if the Lambertian assumption does
not hold, e.g., r2 is varying, jr1 � r2j is no longer constant. In
that case, the error fjr1 � r2ðtÞj �mediantjr1 � r2ðtÞjg ap-
pears in illumination images as a ghost of scene texture as
shown in Fig. 2c.

To handle this problem, we propose to assume a set of

time-varying reflectance images Rðx; y; tÞ instead of a time-

invariant reflectance image Rðx; yÞ. To derive the time-

varying reflectance images, we start with estimating a scene

texture image using the ML estimation method [21]. We

denote the scene texture image which is the reflectance

image estimated by the ML estimation method and the

illumination image with subscript w, i.e., Rw and Lw, and

our reflectance image and illumination image, R and L,

respectively. Applying the ML estimation method, a single

reflectance image Rwðx; yÞ and a set of illumination images

Lwðx; y; tÞ are estimated. Our goal is to derive time-varying,

i.e., lighting condition dependent, reflectance images

Rðx; y; tÞ, and corresponding illumination images Lðx; y; tÞ
that do not contain scene texture.

Iðx; y; tÞ ¼ Rðx; y; tÞ � Lðx; y; tÞ ð1Þ

We use lower-case letters to denote variables in log domain,
e.g., r represents the logarithm of R. With nth derivative
filters fn, a filtered reflectance image rwn is computed by
taking median along the time axis of fn ? iðx; y; tÞ, where ?

represents convolution. We used two derivative filters, i.e.,
f0 ¼ ½0 1 � 1� and f1 ¼ ½0 1 � 1�T . With those filters, input
images are decomposed into intrinsic images by Weiss’s

method as described in (2). The method is based on the
statistics of natural images [8].

r̂rwnðx; yÞ ¼ mediantffn ? iðx; y; tÞg: ð2Þ

The filtered illumination images lwnðx; y; tÞ are then com-
puted by using estimated filtered reflectance image rwn.

l̂lwnðx; y; tÞ ¼ fn ? iðx; y; tÞ � r̂rwnðx; yÞ: ð3Þ

To be precise, l is computed by l ¼ i� r in the unfiltered
domain in Weiss’s original work while we estimate l
in the derivative domain for the following edge-based
manipulation.

We use the output of the ML estimation method as initial
values of our intrinsic image estimation. As mentioned
above, the goal of our method is to derive time-dependent
reflectance images Rðx; y; tÞ and their corresponding illu-
mination images Lðx; y; tÞ. The basic idea of the method is to
estimate time-varying reflectance components by cancelling
the scene texture from initial illumination images. To factor
out the scene textures from the illumination images and
associate them with reflectance images, we use the texture
edges of rw. We take a straightforward approach to remove
texture edges from lw and derive illumination images
lðx; y; tÞ with (4) and (5). These equations describe that if
the magnitude of a pixel in the gradient of the texture
image, i.e., jrwnðx; yÞj, is larger than a threshold T , then this
is an evidence of a texture edge. In that case, the texture
edges that appear in the gradient of the illumination image
are removed from the illumination image, and the removed
edge is added to the time-varying reflectance image. Here,
we assume that there is no scene texture edge which has not
appeared in rwn. Since the scene texture edges are the edges
which stay at the same position, it is reasonable to assume
that they are captured in rwn.

lnðx; y; tÞ ¼
0 ifjrwnðx; yÞj > T
lwnðx; y; tÞ otherwise;

�
ð4Þ

rnðx; y; tÞ ¼
rwnðx; yÞ þ lwnðx; y; tÞ if jrwnj > T
rwnðx; yÞ otherwise;

�
ð5Þ

where T represents a threshold value. While we currently
manually set the threshold value T used to detect texture
edges in rwn, we found the procedure is not so sensitive to
the threshold as long as it covers texture edges well.

Since the operation is linear, the following equation is
immediately confirmed.

fn ? iðx; y; tÞ ¼ rwnðx; yÞ þ lwnðx; y; tÞ
¼ rnðx; y; tÞ þ lnðx; y; tÞ:

ð6Þ

Finally, time-varying reflectance images rðx; y; tÞ and scene
texture-free illumination images lðx; y; tÞ are recovered from
filtered reflectance rn and illumination images ln through
the following deconvolution process as done in [21].

ðr̂r; l̂lÞ ¼ g ?
X
n

frn ? ðr̂rn; l̂lnÞ
 !

; ð7Þ

where frn is the reversed filter of fn, and g is the filter which
satisfies the following equation:
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g ?
X
n

frn ? fn

 !
¼ �: ð8Þ

Reconstruction of images from edges has been studied
for a long time. The problem can be formulated as a
boundary value problem, and an alternative technique that
has been widely accepted is the multigrid method. Multi-
grid methods solve the boundary value problem efficiently
by changing the problem into a set of linear algebraic
equations. Multigrid methods can be used to reconstruct
images from edges as an alternative to the method
described above. Readers are referred to a good overview
on multigrid solvers by Press et al. [20].

To demonstrate the effectiveness of our method for
deriving time-dependent intrinsic images, we rendered a
CG scene which contains cast shadows and surface patches
with different reflectance properties, which is analogous to
real road surfaces, e.g., pedestrian stripes. Fig. 2 shows a
side-by-side comparison of the results of applying the ML
estimation method and our method. The first row is the CG
scene, where the scene has the property that the histogram
of derivative-filtered output is sparse, which is the required
property of the ML estimation-based decomposition meth-
od and also is the statistics usually found in natural images.
As can be seen clearly, texture edges are successfully
removed from our illumination image while they obviously
remain in illumination image derived by the ML estimation
method. Considering an illumination image to be an image
which represents the distribution of incident lighting, our
illumination image is much better since incident lighting has
nothing to do with the scene reflectance properties.

3 SHADOW REMOVAL

Using the obtained scene illumination images by our
method, the input image sequence can be normalized in
terms of illumination.

To estimate the intrinsic images of the scene where
video surveillance systems are to be applied, it is necessary
to remove moving objects from the input image sequence
because our method requires the scene to be static.
Therefore, we first create background images in each short
time range (�T ) in the input image sequence, assuming
that the illumination does not vary in that short time
period. We simply use the median image of the short input
sequence as the background image, but of course the more
complicated methods would give the better background
images [11]. The assumption here is that moving objects in
the scene are not observed at the same point longer than
the background in �T . These background images Bðx; y; tÞ
are used for the estimation of intrinsic images. Using the
estimation method described in the former section, each
image in the background image sequence is decomposed
into corresponding reflectance images Rðx; y; tÞ and illu-
mination images Lðx; y; tÞ.

Bðx; y; tÞ ¼ Rðx; y; tÞ � Lðx; y; tÞ: ð9Þ

Once decomposed into intrinsic images, any image whose
illumination condition is captured in the series of Bðx; y; tÞ
can be normalized with regards to its illumination condition
by simply dividing the input image Iðx; y; tÞ by its

corresponding estimated illumination image Lðx; y; tÞ.
Through the normalization, cast shadows are also removed

from the input images.
Since the incident lighting effects are fully captured in

illumination images Lðx; y; tÞ, the normalization by dividing

with L corresponds to removing the incident lighting

distribution from the input image sequence. Let us denote

the resulting illuminance-invariant image with Nðx; y; tÞ,
that can be derived by the following equation:

Nðx; y; tÞ ¼ Iðx; y; tÞ=Lðx; y; tÞ: ð10Þ

Fig. 3 shows the result of our normalization method.

Fig. 3a shows the input image I and Fig. 3b represents the

illuminance-invariant image N . Note shadows of the

buildings are removed in N .
Since we consider the time-dependent reflectance

values, accurate normalization of incident lighting can be

done compared to using illumination images that are

derived by ML estimation method. Fig. 4 depicts the

difference between using our illumination image L

(Figs. 4a and 4c) and using illumination image Lw by

ML estimation (Figs. 4b and 4d). As can be seen in the

images, the pedestrian stripes appear over the trucks in

every right-hand side image. On the other hand, when

using our illumination images, the ghost of pedestrian

stripes is almost vanished as seen in every left-hand side

image. This is because our method handles reflectance
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Fig. 3. An input image I (a) and the illuminance-invariant image N (b).



variation properly while the reflectance values are fixed in
the ML estimation method.

4 ILLUMINATION EIGENSPACE FOR DIRECT

ESTIMATION OF ILLUMINATION IMAGES

The intrinsic image estimation method described in the
former section is fully offline since the method basically
requires estimation of the background images and taking
the median over the accumulated images to obtain the final
intrinsic images. Computation of the intrinsic images using
the method described in Section 2 is fast for typical frame-
sizes of current videos. However, it is necessary to first
estimate background images to adopt the method. There-
fore, for our use the computation of the intrinsic images is
done offline. However, realtime processing is required for
practical use. In this section, we describe our approach to
realtime derivation of illumination images for shadow
removal. Our method first stores a lot of illumination
images captured under different illumination conditions.
Using stored illumination images, realtime estimation of
illumination image from an input image is accomplished.

We propose illumination eigenspace to model variations of
illumination images of the scene. The illumination eigen-
space is an eigenspace into which only illumination effects
are transformed. We use principal component analysis
(PCA) to construct the illumination eigenspace of a target
scene, in our case, the crossroad shown in Fig. 5. PCA is

widely used in signal processing, statistics, and neural
computing. The reason why we employed PCA is that we
assume the observed illumination images have Gaussian
distribution. The basic idea in PCA is to find the basic
components ½s1; s2; . . . ; sn� that explain the maximum
amount of variance possible by n linearly transformed
components. Fig. 6 shows the hyperplane constructed by
mapping illumination images onto the eigenspace visua-
lized with the first three eigenvectors.

In our case, we mapped Lwðx; y; tÞ into the illumination
eigenspace, instead of mapping Lðx; y; tÞ. This is because,
when given an input image, the reflectance image
Rwðx; yÞ is useful to eliminate the scene texture by
computing Iðx; y; tÞ=Rwðx; yÞ, and the resulting image
becomes Lwðx; y; tÞ. We keep the mapping between
Lwðx; y; tÞ and Lðx; y; tÞ to derive final Lðx; y; tÞ estimates.
First, an illumination space matrix is constructed by
subtracting �LLw, which is the average of all Lw, i.e.,
�LLw ¼ 1

n

P
n Lw, from each Lw and stacked column-wise.

P ¼ fLw1
� �LLw; Lw2

� �LLw; ; Lwn
� �LLwg: ð11Þ

P is an N �M matrix, where N is the number of pixels in
the illumination image and M is the number of illumination
images Lw. We made the covariance matrix Q of P as
follows:

Q ¼ PPT : ð12Þ

Finally, the eigenvectors ei and the corresponding eigenva-
lues �i of Q are determined by solving,

�iei ¼ Qei: ð13Þ

To solve (13), we utilized Turk and Pentland’s method [16],
which is useful to compute the eigenvectors when the
dimension of Q is high. Fig. 6 shows the illumination
eigenspace on which all the illumination image, Lwðx; y; tÞ,
of 2,048 images from 120 days (7:00 - 15:00) are mapped.

Using the illumination eigenspace, direct estimation of
an illumination image can be done given an input image
which contains moving objects. We consider that the global
similarity of the illumination image is measured by the
distance weighted by the contribution ratio of eigenvectors
(eigenvalues) in the illumination eigenspace. Thus, we first
divide the input image by a reflectance image to get a
pseudoillumination image L� which includes dynamic
objects: L� ¼ Iðx; y; tÞ=Rwðx; yÞ. For the division, we use
the scene texture image Rw as a reflectance image. Then, by
using this pseudoillumination image as a query, best
approximation of the corresponding illumination image L̂L
is estimated from the illumination eigenspace based on the
following distance metric,

L̂Lw ¼ arg min8Lwi

X
j

wj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FðL�; jÞ � FðLwi

; jÞð Þ2;
q

ð14Þ

where F is a projection function which maps an illumina-
tion image onto the jth eigenvector, and wj ¼ �j=

P
� �i

where �is are the eigenvalues. The term FðLwi
Þ is

premapped onto the illumination eigenspace, each Lwi
is a

point in the eigenspace. To achieve the minimization of (14),
we used nearest neighbor (NN) search in the illumination

MATSUSHITA ET AL.: ILLUMINATION NORMALIZATION WITH TIME-DEPENDENT INTRINSIC IMAGES FOR VIDEO SURVEILLANCE 5

Fig. 4. The difference of the normalization results between using our
illumination images L and illumination image Lw by ML estimation. The
left images of each pair, (a) and (b), show the results using our
illumination image L, and the right ones, (c) and (d), are the results using
illumination image Lw derived by ML estimation.



eigenspace with the assumption that the distribution of the
pseudoillumination image is also Gaussian. We also assume
that the moving objects are small enough compared to the
image size and the error of Rw is small. For NN search, the
SR-tree method [18] is used which is known to be fast

especially for high-dimensional and nonuniform data
structures such as natural images. Finally, the illumination
image Lðx; y; tÞ is derived using the mapping table from L̂Lw

to L. The number of stored images for this experiment was
2,048 and the contribution ratio was 84.5 percent at 13
dimensions, 90.0 percent at 23 dimensions, and 99.0 percent
at 120 dimensions. We chose to use 99.0 percent of
eigenratio for this experiment. The compression ratio was
approximately 17:1, and the disk space needed to store the
subspace was about 32 MBytes when the image size is
320� 243.

Results of illumination image search is shown in Fig. 5.
In this figure, starting with the left-hand side column, the
first column shows input images I, the second column
shows pseudoillumination images L�, and the third column
corresponds to estimated illumination images L̂Lw. The right
end column shows the background images which corre-
spond to the estimated illumination images. The NN search
in PCA is reasonably robust to estimate the most similar
illumination image Lw from the pseudoillumination image
L�. However, since the sampling of the illumination images
is sparse, there are slight differences in the shadow shapes.
It is possible to acquire the exact illumination image Lwhen
the database is dense enough, but it is not easy to prepare
such a database. To solve this problem, we propose an
approach to compute intermediate illumination images by
interpolating shadow regions using geometry estimated
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Fig. 5. Direct estimation of intrinsic images. Each row shows different weather conditions. (a) An input image I, (b) the pseudoillumination image L�
w,

(c) the estimated illumination image L̂Lw by the NN search in the illumination eigenspace, and (d) the corresponding background image B to (c).

Fig. 6. Illumination eigenspace constructed using 2,048 images from

120 days data of a crossroad.



from sampled cast shadow regions and sunlight angles. The
details are described in Section 4.1.

As for the computational cost, the average time of the
NN search is shown in Table 1 with MIPS R12000 300MHz,
when the number of stored illumination images is 2,048, the
image size is 360� 243 and the number of output search
results is 5. Since the input image is obtained at the interval
of 33ms (at 30 frames/sec), the estimation time is fast
enough for realtime processing.

4.1 Shadow Interpolation Using Shadow Hulls

Unfortunately, it is difficult to store all illumination images
under every possible illumination condition. NN search in
the illumination eigenspace gives good results, however, it
is often the case that they are slightly different from the true
illumination image due to the limitation of the number of
stored illumination images. Therefore, we propose to
interpolate NN search results to generate the final estimate
of the illumination image. We assume global intensity
changes are linear as long as they are densely sampled, but
the motion of cast shadows cannot be represented by linear
intensity interpolation. To achieve the interpolation of the
shadow motion, we propose to use Shadow Hull s. The idea
of shadow hull is the same as Visual Hull (VH) except using
cast shadow silhouette instead of object’s silhouette and
illumination source as a view point in VH. VH, also known
as Shape-From-Silhouette (SFS) [15], [1], is a popular
3D reconstruction method which estimates the shape of
the object from multiple silhouette images. These traditional
approaches basically assume that the object is static.
Recently, extending the traditional SFS formulation to
handle the shape of a rigidly moving object over time and
a dynamic articulated object are well investigated [12], [10].

Our purpose is to reconstruct the rough shape of an
object (such as a building) which gives enough information
to compute the cast shadow regions given illumination
directions. Even though parts of many objects cannot be
represented by an SFS-based technique, such as concavities,
it does not matter for our method because our purpose is
not reconstructing the 3D scene geometry but generating
intermediate shadow regions. To accomplish shadow hull
reconstruction, we use estimated shadow region maps S,
sunlight angles which are immediately computed from the
time-stamp, and calibration parameters. Assuming that the
scene is roughly planar, we pitch the shadow volume using
the shadow map S and illumination direction in the world
coordinate system. Taking the intersection of different
shadow volumes pitched using different shadow maps,
the shadow hull can be estimated. The resulting hull is not
necessarily precise, but it gives enough scene geometry to
compute cast shadow region between sampled illumination

conditions. Also, we do not expect this method to work well
if the sampling of the illumination variation is not
sufficiently dense.

To compute the intermediate illumination images, we
first compute the shadow region map S for each stored
illumination image. Since an illumination image depicts the
intensity distribution of reflected lighting from the scene,
we can assume that low intensity pixels in the illumination
image represent shadowed area. By thresholding, shadow
regions S are derived from the illumination images. To
automatically determine the threshold for shadowed area
determination, we adopt the clustering technique of Otsu
[19]. The threshold is computed from maximizing the
between-class scatter by minimizing within-class variances.
In our case, we classify pixels into two classes, shadowed
and lit, assuming shaded pixels can be categorized into
either of them. We first create an intensity histogram for
each illumination image to obtain the probability density
function pðiÞwhere i indicates an intensity value. Assuming
that shadowed pixels have relatively lower intensity than lit
pixels, we define the cumulative probability functions P for
shadowed (Ps) and lit (Pl) area using a threshold value T .

PsðT Þ ¼
XT
i¼imin

pðiÞ; PlðT Þ ¼
Ximax

i¼T

pðiÞ: ð15Þ

In the same manner, we define the mean of the shadowed
(�s) and lit (�l) area as functions of the threshold T as
follows:

�sðT Þ ¼
XT
i¼imin

ipðiÞ; �lðT Þ ¼
Ximax

i¼T

ipðiÞ: ð16Þ

Finally, the optimum threshold value Topt can be obtained
by the following equation:

Topt ¼ argmax
8T

fPsðT Þ � PlðT Þ � ð�sðT Þ � �lðT ÞÞ2g: ð17Þ

Using Topt, we compute shadowed area for each
illumination image and store the shadowed area in shadow
map S. The shadow map S is a Boolean map which stores 1
if the pixel is shadowed, otherwise 0.

Shadow regions are then mapped onto the world
coordinate, and shadow volumes are computed using
shadow regions associated with sunlight angles. By taking
the intersection of shadow volumes in the 3D space, we get
the rough geometry of objects casting shadows, which has
enough information for computing intermediate cast
shadows (Fig. 7a). Fig. 7b shows the results of shadow
interpolation in a CG scene using an estimated shadow hull.
The dark regions show the interpolated shadow regions,
while the lighter regions represent the sampled shadow
regions.

Shadow interpolation using shadow hulls is useful to
estimate the intermediate shadow shapes between sampled
lighting conditions. Fig. 8 shows the interpolated result of
the real world scene. The left-hand column represents the
estimated shadow regions, while the right-hand column
shows the corresponding illumination images. The top and
bottom row represent the images under sampled illumina-
tion conditions, and the middle row depicts the interpolated
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TABLE 1
Dimension of the Illumination Eigenspace, Contribution Ratio,

and NN Search Cost



result. With the assumption that illumination angle is
monotonously changing, intermediate shadow regions can
be approximately computed using a shadow hull pitched
by only two neighboring shadow map samples.

For computational efficiency, we adopt a multiple planar

slice representation of shadow hull as shown in Fig. 9. For

each z along the vertical axis, slices parallel to the x-y plane

are assumed. Cast shadows on the world plane are then

projected onto these slices using the illumination direction

to obtain the region where a shadow volume penetrates

each slice. Finally, the intersections of the projected shadow

regions are taken as a shadow hull region on the slice. These

intersections can be computed with simple Boolean opera-

tions. The reason why a set of 2D representation is adopted

instead of 3D representation is that our objective is to

generate intermediate shadow regions and, for that pur-

pose, dense recovery of the shadow hull is not required. The

sampling rate along the z-axis is currently manually set,

however, we have confirmed that as long as it is not too

sparse virtually the same result is obtained. As described

above, intermediate shadow shapes can be computed with

some projection and intersections computations that are

very efficient.
Once we obtain the intermediate shadow map Sintðx; yÞ,

we can compute the intermediate illumination image Lint

by interpolating the first k illumination images Lk that are

computed by NN search. With the kth illumination image
obtained by NN search Lk and wk which is the weighting
factor, the distance from L�

w to Lwk
(See Section 4) in the

illumination eigenspace, the intermediate illumination
image Lint can be computed as follows:
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Fig. 7. Interpolation of cast shadow using a shadow hull. (a) Computing

shadow hulls using shadow regions associated with sunlight angles.

(b) Result of shadow interpolation.

Fig. 8. Shadow hull-based shadow interpolation. Figures in the top and
bottom rows are shadow regions and sampled illumination images. The
middle row shows the interpolated shadow region. Note that the
interpolated result describes only the area of the shadow and is used
to compute the intermediate illumination image. The grid is overlaid for
better visualization.

Fig. 9. Illustration of shadow hull construction. To efficiently represent

the shadow hull, a set of 2D slices of the shadow hull along the vertical

axis is used instead of a volumetric representation.



Lintðx; yÞ ¼ Sintðx; yÞ
P

k wkSkðx; yÞLkðx; yÞP
k wkSkðx; yÞ

þ ð1� Sintðx; yÞÞ
P

k wkð1� Skðx; yÞÞLkðx; yÞP
k wkð1� Skðx; yÞÞ

;

ð18Þ

whereSkðx; yÞ is amapwhich holds 1 if the pixel ðx; yÞ inLk is
inside the shadow region, otherwise 0. As shown in (18),
pixels in shadow and pixels outside the shadow are
separately interpolated. Practically, sometimes it is possible

to observe that
P

k wkð1�Skðx; yÞÞ¼ 0 or
P

k wkðSkðx; yÞÞ¼ 0.
In that case, the term whose denominator equals zero is
treated as zero because the term does not contain any
information.

The resulting intermediate illumination image is shown
in middle right in Fig. 8. Fig. 10 shows the comparison
between the result of our method and the ground truth. We
can notice the slight difference between them from Fig. 10c;

however, it shows a globally correct shadow shape which is
useful to remove shadow effects from the input image.

To evaluate the effectiveness of our shadow interpolation
method, we compared the results with simple image
interpolation as shown in Fig. 11. Both our result and image

interpolation result are computed from two neighboring
illumination images. As we can clearly see in the figure, our

method generates quite similar cast shadow shape to the

ground truth while the simple interpolation yields a big

ghost at the shadow transition area. To quantify the

difference from the ground truth, we evaluated the absolute

intensity difference per pixel. Table 2 shows the average of

the absolute difference in 12 sets of interpolation results. In

our shadow interpolation method, the error is much smaller

compared to image interpolation.

5 EXPERIMENTAL RESULTS

We evaluated our shadow elimination method by object

tracking based on block matching using two different

matching functions. One is using sum of squared differ-

ences (SSD) as a matching function, and the other is using

normalized correlation function (NCF) instead of SSD. NCF

is considered to be robust to illumination effects because the

matching score is largely independent of linear variations of

shading on objects. We chose the block matching algorithm

for actual tracking to show even the simplest and widely

used tracking method can achieve good results after

utilizing our illumination normalization preprocess. The

block matching method based on SSD is accomplished by
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Fig. 10. Comparison with the ground truth. (a) Interpolated result using our method, (b) the ground truth, (c) result of image differencing between (a)

and (b).

Fig. 11. Comparison of the ground truth, our interpolation result, and image interpolation result. (a) The ground truth, (b) interpolation result using our

method, and (c) the result using simple image interpolation. Both (b) and (c) are computed from two illumination images.



pursuing the most similar window in the neighboring frame
evaluated by (19).

SSDðx; yÞ ¼ min
8i;j

(XM�1

m¼0

XN�1

n¼0

�
ftðxþm; yþ nÞ

� ft�1ðxþmþ i; yþ nþ jÞ
�2)

:

ð19Þ

For the case of using NCF, the most similar window is
found by evaluating (20).

NCF ðx; yÞ ¼ max
8i;jPM�1

m¼0

PN�1
n¼0 ftðxþm; yþ nÞft�1ðxþmþ i; yþ nþ jÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM�1

m¼0

PN�1
n¼0 ft�1ðxþmþ i; yþ nþ jÞ2

q :

ð20Þ

For the experiments, we chose image sequences contain-
ing frames of vehicles crossing boundaries of cast shadows
since we focus especially on the advantage of our shadow
elimination. The parameter set of vehicle tracking for each
sequence is totally even, i.e., the same initial window
position, 10� 10 pixels of window, 10 pixels for maximal
search distance, and 10fps of frame-rate.

The result is shown in Fig. 12. In Fig. 12, the time axis is
represented from top to bottom. The first column of each
pair and the second column of that represent results of the
block matching-based tracking applied to the original image
sequence and image sequence with our preprocessing of
illuminance normalization, respectively. In the original
image sequence in Figs. 12a, 12b, and 12c, we get typical
erroneous results where the block matching fails at shadow
boundaries, because of the large intensity variation between
inside and outside the shadow. On the other hand, after
proper illumination normalization using our method, we
get successful results.

We accomplished the tracking experiments over 502
vehicles in 11 sequences under different lighting conditions.
Since we cannot have the ground truth, we carefully
evaluated the tracking results. The results are shown in
Table 3 and Table 4. In the tables, Ocorrect, Oerror, Ncorrect, and
Nerror mean:

. Ocorrect: Count of the correct tracking results on the
original input image sequences.

. Oerror: Error count of the tracking results on the
original input image sequences.

. Ncorrect: Count of the correct tracking results on the
preprocessed image sequences using our method.

. Nerror: Error count of the tracking results on the
preprocessed image sequences using our method.

The success rate using the block matching method
based on SSD over the original input image sequences was
55.6 percent, while with normalized input it improved to
69.3 percent as shown in Table 3. The effectiveness of our
method is clearly confirmed by the result that 45.3 percent
of originally failed results were rescued by our method.
On the other hand, 11.5 percent got worse after applying
our method. This poor effect happens typically when the
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TABLE 2
Absolute Differences of Pixel Intensity from the Ground Truth

The top column shows the mean difference across the whole image and
the second column shows the mean difference only at the shadow
transition regions.

Fig. 12. Results of tracking based on block matching. Along row from top to bottom it shows the frame sequence. The first column of each pair, (a),
(b), and (c), shows the tracking result over the original image sequence, and the second column of each pair, (d), (e), and (f), shows the
corresponding result after our preprocessing.



shadow-edge cast on the vehicle surface largely differs
from the shadow-edge in the illumination image. It
happens because our method currently can handle only
2D shadows on the image plane, but the actual shadow is
cast three-dimensionally on the scene. When the gap of the
shadow-edge position is large, the error of the normal-
ization gets large, as a result, the block matching fails. Our
system currently does not handle this problem since the
error rate is small compared to the improved correct rate,
but we are investigating on handling cast shadows three-
dimensionally.

Table 4 shows the tracking result using NCF. NCF
basically is not sensitive to overall illumination variations,
however, it is vulnerable to the case where a shadow
boundary is observed inside the window. Suppressing such
cases, the tracking error rate reduces from 32 percent to
25.2 percent using our illumination normalization techni-
que. The improvement in the tracking accuracy is not very
significant using NCF, however, it is confirmed that our
illumination normalization method raises the accuracy of
SSD-based tracking to the same level of that of NCF-based
tracking. Also, it is important to note that our preprocess
does not affect the NCF-based method.

From the experimental results, we confirmed that our

method significantly improves the accuracy of tracking

using SSD-based block matching. The SSD-based method is

the simplest method in the class of tracking methods that do

not handle the appearance variation caused by illumination

effects. Actually, many rich matching algorithms use

SSD-based matching as their core component due to its

simplicity for implementation and low computational cost.

Therefore, we consider that our preprocess method can be

used with this class of methods to improve the accuracy of

the matching. As for the methods that are naturally robust

against the appearance variations caused by illumination

effects such as NCF-based methods, our method may not

contribute much to improve the accuracy. However, we

have confirmed that our method does not affect the NCF-

based method at all and even slightly improves the

accuracy.

6 CONCLUSIONS

We have described a framework for normalizing illumina-
tion effects of real world scenes, which can be effectively
used as a preprocess for robust video surveillance. We
believe it provides a firm basis to improve existing
monitoring systems. We started with a previous method
to derive intrinsic images from image sequences, and

extended the method to properly handle surfaces with
nonrigid reflectance properties. This is accomplished by
modifying pseudoderivative illumination images with
regards to the scene texture edges that can be derived
from the pseudoreflectance image estimated through
ML estimation algorithm. The proposed method is remark-
ably robust and does not require the information of scene
geometry, camera parameter, and lighting condition at all,
but requires the camera to be fixed and several lighting
conditions to be observed. As a key component of our
framework, we proposed to utilize illumination eigenspace, a
preconstructed database which captures the illumination
variation of the target scene, to directly estimate illumina-
tion images for elimination of lighting effects of the scene,
including elimination of cast shadows. As for the inter-
mediate illumination images that cannot be represented by
linear combinations of sampled illumination images, we
proposed to use shadow hulls for interpolating cast shadow
regions using sunlight angles and estimated camera
parameters.

The effectiveness of the proposed method was shown by
comparing the tracking results between the original image
sequence and the image sequence with our method used as
a preprocess. Since our method is used as a preprocessing
stage, we believe this method can be applied to many video
surveillance systems to increase the robustness against
lighting variations. The SSD-based matching method is
widely used as the core component of many tracking
algorithms and have been already integrated in many
systems. We have shown that our method can be used to
increase the reliability of such SSD-based matching meth-
ods. We also have shown that our preprocessing method
does not contribute much to the matching algorithms such
as NCF-based methods that are naturally robust against
appearance variation caused by illumination. However, our
method does not negatively affect NCF-based tracking
results and it even slightly improves the accuracy. There-
fore, we conclude that our preprocessing method is
effective for the class of matching methods that do not
handle the appearance variation caused by illumination by
themselves which we strongly believe has significant use.

In addition to the illumination estimation using illumi-
nation eigenspace, we have investigated direct estimation of
illumination images corresponding to real scene images
using the illumination eigenspace and shadow interpolation
based on shadow hulls. Though our current implementa-
tion of the shadow interpolation in research code is not fast
enough for realtime processing, we believe the framework
has the potential to be processed in realtime.
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TABLE 3
Tracking Result over 502 Sequences Using a Block Matching

Method Based on SSD

TABLE 4
Tracking Result over 535 Sequences Using a Block Matching

Method Based on NCF
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