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We define what it means for time translation symmetry to be spontaneously broken in a quantum
system, and show with analytical arguments and numerical simulations that this occurs in a large
class of many-body-localized driven systems with discrete time-translation symmetry.

Introduction. Spontaneous symmetry-breaking
(SSB) is a pivotal concept in physics, with implications
for condensed matter and high-energy physics. It occurs
when the ground state or low-temperature states of
a system fail to be invariant under symmetries of the
Hamiltonian. The Ising model is a prototypical example
for this behavior: Here, the symmetry is a simultaneous
flip of all the spins, which leaves the energy of a state
unchanged. In the ferromagnetic phase, low-energy
states are formed with a non-zero magnetization. For
almost every symmetry imaginable, there is a model
whose ground state breaks it: crystals break the
continuous translational and rotational symmetries of
Coulomb interactions; magnetically ordered materials
break time-reversal symmetry and spin symmetry, and
superfluids break global gauge symmetry. The lone
holdout, thus far, has been time-translation symmetry.
In this paper, we give a definition of time-translation
symmetry breaking, and construct an example of this
behavior in a driven many-body localized system.

Definition of Time Translation Symmetry-Breaking.
Systems that spontaneously break time-translation sym-
metry (TTS) have been dubbed “time crystals,” in anal-
ogy with ordinary crystals, which break spatial transla-
tional symmetries [1, 2]. Even defining this notion cor-
rectly requires considerable care, and putative models
have proven inconsistent [3–9]. The most obvious def-
inition of time-translation symmetry breaking (TTSB)
would be that the expectation values of observables are
time-dependent in thermal equilibrium. However, this
is clearly impossible, since a thermal equilibrium state
ρ = 1

Z e
−βH is time-independent by construction (be-

cause [ρ,H] = 0). A more sophisticated definition of
TTSB in terms of correlation functions in the state ρ has
been proposed – and ruled out by a no-go theorem – in
Ref. [10].

Therefore, we must look beyond strict thermal equilib-
rium. This should not be too surprising, as the state ρ
preserves all the symmetries of H, which would suggest
that no symmetry can be spontaneously broken. For
symmetries other than time translation, the resolution
to this paradox is well-known: in a system with a spon-
taneously broken symmetry, there is ergodicity-breaking
and the lifetime of a symmetry-breaking state diverges
as the system size grows. Thus, in the thermodynamic
limit, the state ρ is unphysical and is never reached. This

suggests that an analogous phenomenon should be possi-
ble for time translation symmetry, where the time taken
to reach a time-independent steady state (such as the
thermal state ρ) diverges exponentially with system size.

To turn these considerations into a more useful def-
inition, we observe that, in a quantum system, the
ergodicity-breaking in a phase with a spontaneously bro-
ken symmetry can be seen at the level of eigenstates.
For example, the symmetry-respecting ground states of
an Ising ferromagnet are |±〉 = 1√

2
(| ↑ · · · ↑〉 ± | ↓ · · · ↓〉.

Such long-range correlated “cat states” are unphysical,
will immediately decohere given any coupling to the en-
vironment, and can never be reached in finite time by
any unitary time evolution starting from a short-range
correlated starting state. On the other hand, the “physi-
cal” combinations | ↑ · · · ↑〉 and | ↓ · · · ↓〉 break the Ising
symmetry.

In TTSB case, we also need to invoke the intuition that
oscillation under time evolution requires the superposi-
tion of states whose phases wind at different rates. That
is, whereas in the Ising ferromagnet the two cat states
|±〉 are degenerate in the thermodynamic limit, in a time-
crystal they would need to have different eigenvalues un-
der the time-evolution operator. Indeed, consider for sim-
plicity a discrete time evolution operator Uf (which de-
scribes periodically driven “Floquet” systems as we dis-
cuss further below.) Suppose that that the states |±〉
have eigenvalues eiω± under Uf . Then, although the un-
physical cat states |±〉 are time-invariant (up to a phase),
a physical state such as | ↑ · · · ↑〉 will evolve according to
(Uf)

n| ↑〉 ∝ cos(ωn)| ↑ · · · ↑〉 + sin(ωn)| ↓ · · · ↓〉, where
ω = (ω+ − ω−)/2.

The above considerations motivate two equivalent
definitions of TTSB, using the following terminol-
ogy/notation. We will say that a state |ψ〉 has short-
ranged correlations if, for any local operator Φ(x),
〈ψ|Φ(x)Φ(x′)|ψ〉 − 〈ψ|Φ(x)|ψ〉〈ψ|Φ(x′)|ψ〉 → 0 as |x −
x′| → ∞, i.e. if cluster decomposition holds. Note
that the superpositions defined above are not short-range
correlated under this definition, while a state such as
| ↑↑ . . . ↑〉 is. We assume that time-evolution is described
by a time-dependent Hamiltonian H(t), with a discrete
time translation symmetry such that H(t + T ) for some
T . Note that we have not assumed a continuous time
translation symmetry, which will allow us to consider
“Floquet” systems driven at a frequency Ω = 2π/T . Let
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U(t1, t2) be the corresponding time evolution operator
from time t1 to t2. We now define (in the thermody-
namic limit):

TTSB-1: TTSB occurs if for each t1, and for every
state |ψ(t1)〉 with short-ranged correlations, there ex-
ists an operator Φ such that 〈ψ(t1 + T )|Φ|ψ(t1 + T )〉 6=
〈ψ(t1)|Φ|ψ(t1)〉, where |ψ(t1 +T )〉 = U(t1 +T, t1)|ψ(t1)〉.
TTSB-2: TTSB occurs if the eigenstates of the Flo-

quet operator Uf ≡ U(T, 0) cannot be short-range corre-
lated.

In what follows, we will show how to construct a time-
dependent Hamiltonian H(t) which satisfies the condi-
tions for TTSB given above. In such a system, even
though the time-evolution is invariant under the discrete
TTS generated by time translation by T , the expecta-
tion value of some observables is only invariant under
translations by nT for some n > 1. In other words, the
system responds at a fraction Ω/n of the original driving
frequency.

The first definition puts the time-dependence front and
center and is directly connected to how TTSB would be
observed experimentally: prepare a system in a short-
range correlated state and observe its subsequent time-
evolution, which will not be invariant under the TTS
of the time evolution operator. But since, in a Floquet
eigenstate, observables would necessarily be invariant un-
der the discrete TTS generated by time translation by T ,
definition TTSB-1 implies that Floquet eigenstates can-
not be short-range correlated, thereby implying TTSB-2.
Conversely, if it is impossible to find Floquet eigenstates
that are short-range correlated (which is TTSB-2), then
it means that short-range correlated states can only be
formed by taking superpositions of Floquet eigenstates
with different eigenvalues. In such states, observables
will not be invariant under the discrete TTS generated
by time translation by T , thereby implying TTSB-1.
Hence, the two definitions are equivalent. The second
definition will prove to be particularly useful for ana-
lyzing the results of numerical exact diagonalization of
the Floquet operator. When discrete TTS by T is bro-
ken down to TTS by nT , the eigenstates of Uf must be
superpositions of n different short-range-ordered states.1

Then, in any Floquet eigenstate, the mutual information
I(A,B) ≡ SA + SB − SAB , where A and B are spatially
separated regions of the system and SX is the von Neu-
mann entropy of the reduced density matrix for region
X, satisfies I(A,B) → lnn as the system size as well as
the sizes of the regions A and B and their separation is
taken to infinity [11].

1 To see this, note that we can choose a basis of short-range corre-
lated eigenstates for (Uf)

n. By assumption, such states cannot
be eigenstates of (Uf)

k for 0 < k < n. Therefore, Uf generates an
orbit of n different short-range correlated states. An eigenstate
of Uf is an equal-weight superposition over such an orbit.

Floquet-Many-Body-Localization. Generic transla-
tionally invariant many-body Floquet systems likely
cannot have TTSB, as their eigenstates resemble infinite
temperature states and hence are short-range corre-
lated [12–14].2 This is analogous to the fact (which
follows from the results of Ref. [10]) that for contin-
uous time-translation symmetry, TTSB is impossible
so long as the eigenstate thermalization hypothesis
(ETH)[20–23] is satisfied. However, we can build upon
recent developments in the study of Floquet-many-body-
localized (Floquet-MBL) systems [24–34], for which the
eigenstates do not resemble infinite temperature states.
Instead, the Floquet states of such systems exhibit
the characteristics of the energy eigenstates of static
MBL [35–44] systems: the eigenstates are local product
states, up to finite-depth unitary quantum circuits [45].

In MBL systems, all eigenstates (of the Hamiltonian
in the static case or of the Floquet operator in the driven
case) behave as ground states and, therefore, SSB or
topological order can occur in all eigenstates [45–47]. In
the SSB case, simultaneous eigenstates of the Floquet
operator and of the Cartan subalgebra of the symmetry
generators cannot be short range correlated. TTSB-2 can
then be viewed as a special case of this in which there
are no other symmetry generators besides Uf .

In the next paragraph, we construct a Floquet operator
and show that it exhibits discrete TTSB. In subsequent
paragraphs, we show that this soluble Floquet operator
sits in a finite window in parameter space over which
TTSB occurs – i.e. that there is a TTSB phase. Mod-
els which exhibit TTSB (though not identified as such)
have previously been considered in Refs. [29, 34]. These
models also break another symmetry spontaneously, but
this is not essential to achieve TTSB. Our model will be
a generalization of that of Refs. [29, 34], with the extra
symmetry explicitly broken.

Model and Soluble Point. We consider one-
dimensional spin-1/2 systems with Floquet unitaries of
the form:

Uf = exp (−it0HMBL) exp

(
i
π

2

∑
i

σxi

)
(1)

In this stroboscopic time evolution, the Hamiltonian∑
iσ
x
i is applied for a time interval π/2, which has the

effect of flipping all of the spins since exp(iπ2
∑
iσ
x
i ) =∏

iiσ
x
i . This is followed by time evolution for an interval

t0 under the Hamiltonian

HMBL =
∑
i

(
Jiσ

z
i σ

z
i+1 + hzi σ

z
i + hxi σ

x
i

)
(2)

2 Nevertheless, an initial state that is not an eigenstate could po-
tentially heat very slowly, leading to non-trivial intermediate-
time dynamics [15–19].



3

where Ji, h
z
i , and hxi are uniformly chosen from Ji ∈

[ 1
2 ,

3
2 ], hzi ∈ [0, 1], hxi ∈ [0, h] where small h is the

regime of interest. The period of the drive is T =
t0 + π

2 . For h = 0, the eigenstates of HMBL are
eigenstates of the individual σzi . Call such an eigen-
state |{si}〉 with si = ±1 so that σzk|{si}〉 = sk|{si}〉.
Then H|{si}〉 = (E+({si}) + E−({si}))|{si}〉 where
E+({si}) =

∑
i(Jisisi+1) and E−({si}) =

∑
i(h

z
i si).

The Floquet eigenstates are (exp(it0E
−({si})/2)|{si}〉±

exp(−it0E−({si})/2)|{−si}〉)/
√

2, and the correspond-
ing Floquet eigenvalues are ± exp(it0E

+({si})). Hence,
TTSB-2 is satisfied for h = 0.

Stability of TTSB. We now argue that the preceding
conclusions are no fluke: weak perturbations of the Flo-
quet operator, such as non-zero h or deviations of the
length of the second time-interval from π

2 , do not destroy
TTSB, so long as a reasonable but non-trivial assumption
about resonances holds. Ordinarily, there would be little
doubt that SSB of a discrete symmetry is stable to weak
perturbations at zero-temperature in 1D. But since the
symmetry in question is TTS, more care seems necessary.

To build confidence in the stability of TTSB, we can
exploit the discrete local connectivity of fully MBL sys-
tems: that is, for any eigenstate |i〉, and point x, there
is only a finite number of eigenstates |j〉 such that the
matrix elements 〈i|Φ(x)|j〉 6= 0 for some operator Φ(x)
acting locally at x. In particular, generically the (quasi-
)energy difference ωj − ωi for eigenstates connected in
this way will not be close to zero. In systems with such
a local spectral gap, one expects that local perturbations
perturb locally [48–51], or more precisely, that there exists
a single local unitary U (that is, a unitary which can be
expressed as the time evolution of a local Hamiltonian
S) which relates perturbed eigenstates to unperturbed
eigenstates [45]. Such a local unitary U cannot possi-
bly connect short-range correlated states with the long-
range correlated eigenstates found above. Therefore, the
eigenstates of the perturbed Floquet operator still satisfy
TTSB-2.

We make these ideas more precise in the Supplemen-
tary Material. There, we construct the unitary U order-
by-order in perturbation theory and show that it remains
local at all orders, provided that the local spectral gap
condition holds. The skeptic might argue, however, that
there will always be rare regions (known as “resonances”)
in which the local spectral gap is arbitrarily small, and
that this will spoil the convergence of the perturbation
theory. A rigorous treatment of resonances is a difficult
problem; however, the principle of “local perturbations
perturb locally” has in fact been proven (given certain
reasonable assumptions), at least for a particular model
of stationary MBL [52].

Numerical Analysis of Uf . In order to confirm that
resonances do not destroy TTSB, it behooves us to nu-
merically analyze Eq. (1). First, we use the time-evolving
block decimation (TEBD) scheme [53] to compute the
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FIG. 1. (Color online) The time evolution of a short-range
correlated initial state satisfies TTSB-1 for h = 0.3. Top
Panel: the time-dependence of the disorder-averaged 〈σxi 〉,
〈σyi 〉, and 〈σzi 〉 show that the former two decay rapidly while
the latter displays persistent oscillations. (The spin-flip part
of the Floquet operator is here taken to be applied instanta-
neously.) Bottom Panel: The decay of the disorder-averaged
magnetization, Z(t), as defined in the main text, is found to
decay zero on a timescale that diverges exponentially in the
system size.

time evolution of the short-range correlated initial state
[cos(π/8)| ↑〉 + sin(π/8)| ↓〉]⊗L for system size L = 200
and h = 0.3 and t0 = 1. The top panel of Figure 1
shows the expectation values of the Pauli spin operators,
averaged over 146 disorder configurations and over the
spatial interval i ∈ [50, 150]. The TEBD calculations
were done with Trotter step 0.01T and bond dimension
χ = 50. The spin-flip part of the Floquet operator is ap-
plied instantaneously, which explains why the oscillation
appears to be step-like. After an initial transient, the
expectation values oscillate at frequency π/T , half the
drive frequency.

Lest a skeptic wonder whether such oscillations con-
tinue to much later times of decay just beyond the times
accessible by TEBD, we analyze smaller systems by nu-
merical exact diagonalization (ED) of the Floquet oper-
ator. To extract the time on which the magnetization
decays, we consider the time evolution of the magneti-
zation starting from random initial product states that
are polarized in the z direction, and compute the average
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FIG. 2. (Color online) The mutual information between the
n left- and rightmost sites, Fnn, for n = 2 and n = 3. The
main panel shows results for L = 12, as well as the ex-
trapolated value of F22 for L → ∞. To extrapolate, we fit
F22(L) = F22(∞) + ce−L/ξ, with F22(∞), c and ξ fit param-
eters. Example fits for h = 0.1 and h = 0.9 are shown in the
inset.

Z(t) = (−1)t〈σzi (t)〉sign(〈σzi (0)〉) over 500 disorder real-
izations and for a fixed position i. As shown in the bot-
tom panel of Fig. 1, there is an initial decay of this quan-
tity, which for the parameters chosen here occurs around
t/T = 10, and then a plateau that extends up to a time
that diverges exponentially in the system size, and even
for these small system sizes reaches times comparable to
the inverse floating point precision. In the Supplemen-
tary Material, we explore these timesales in more detail
and desribe ways in which signatures of TTSB can be
observed for individual disorder configurations (without
disorder averaging).

We now turn to ED of the Floquet operator to verify
that TTSB-2 holds. We diagonalize Uf for L = 6, 8, 10, 12
sites and 3200 disorder realizations and compute the
mutual information between the left- and rightmost n
sites, labelled Fnn. We find that the mutual informa-
tion obeys the scaling form: Fnn(h, L) = Fnn(g,∞) +
cn exp(−L/ξ(h)). We expect that Fnn(h,∞) = 0 in the
TTS-invariant phase, h > hc; and Fnn(g,∞) > 0 in the
TTSB phase, h < hc, with Fnn(g,∞) → ln 2 as n → ∞.
The results in Fig. 2 are consistent with this form, with
hc

>∼ 1. It is remarkable that scaling holds even for such
small systems, and that F22 ≈ F33 ≈ log 2 for h < 0.3;
evidently, L = 12 and n = 2, 3 are not so far from the
thermodynamic limit.

Implications of TTSB. In systems exhibiting MBL, it
is commonly thought that there exists a complete set of
local integrals of motion (LIOMs): that is, there is a set of
quasi-local operators τzi which commute with each other
and with the Floquet operator Uf (or the Hamiltonian
in the static case), and such that the eigenvalues of τzi

uniquely specify a state in the Hilbert space [41, 43, 44].
Systems with TTSB violate this principle. Indeed, in
our model at its soluble point at h = 0, the locally
indistinguishable states (exp(it0E

−({si})/2)|{si}〉 ±
exp(−it0E−({si})/2)|{−si}〉)/

√
2 are eigenstates, with

different quasienergy. No LIOM can distinguish between
these two states, so no set of LIOMs can be complete.
(Though the existence of a complete set of LIOMs is
sometimes taken as the definition of MBL, the TTSB
phase is still MBL in the sense of, for example, long-
time dynamics, since (Uf)

2 does have a complete set of
LIOMs). By a similar argument, one can show that
there does not exist a quasi-local effective Hamiltonian
Heff such that Uf = exp(−iTHeff), whereas for Floquet-
MBL systems without TTSB this is likely to be the case
[24, 26].

As noted earlier, the oscillations arise from the occur-
rence of multiplets of states separated in Floquet eigen-
value by Ω/n, where Ω = 2π/T is the drive frequency. We
don’t use this to identify the TTSB phase in ED because
the states are too closely spaced in energy to pick out
such multiplets. However, their existence suggests that
the system can radiate at frequency Ω/n. The fact that
systems oscillating in time can radiate has been cited as
an argument against the existence of TTSB [4, 6], since
a system maintaining persistent oscillations while simul-
taneously radiating would be inconsistent with conser-
vation of energy. However, in the Floquet case, this is
not an issue since energy is being continually supplied by
the drive. Nor does such persistent radiation violate con-
servation of quasienergy, due the fact that physical (i.e.
short-range correlated) states are not quasienergy eigen-
states. (For details, see the Supplementary Material.)
On the other hand, in a system that breaks continuous
TTS, radiation would cause the system to decay to the
ground state, which is reason to doubt that continuous
TTSB can occur.

Discussion. The model Eqs. (1) and (2) is soluble at
h = 0 because the operator exp(iπ2

∑
iσ
x
i ) =

∏
iiσ

x
i that

is applied at the beginning of each driving cycle maps
eigenstates of HMBL to eigenstates of HMBL. Analogous
soluble models can be constructed for Zn spins in which
time translation by T is broken down to nT .

Our model has no symmetries, other than discrete
time-translation symmetry. Hence, the ln 2 that we find
in the mutual information must be a consequence of
TTSB; there is no other symmetry to break. However,
TTSB can occur in models with other symmetries. A
particularly interesting example is given by symmetry-
protected topological (SPT) phases of Floquet-MBL sys-
tems [30–33]. In d-dimensions, such phases are classified
by Hd+1(G × Z, U(1)) = Hd+1(G,U(1)) × Hd(G,U(1))
[31]. The second factor on the right-hand-side of this
equality is a (d − 1)-dimensional SPT phase that is
‘pumped’ to the boundary with each application of the
Floquet operator, thereby breaking TTS on the bound-
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ary.

The definition TTSB-1 naturally suggests an experi-
ment that could observe the phenomenon predicted here.
Signatures of MBL have been observed in trapped sys-
tems of neutral atoms [54] and trapped ions [55], and sig-
natures of single-particle localization have been seen in
coupled superconducting qubits [56]. In any of these sys-
tems, one can prepare an arbitrary initial product state,
evolve to late times according to a drive in the class con-
sidered here, and measure the “spins” in the desired ba-
sis. Our prediction is that persistent oscillations will be
observed at a fraction of the drive frequency.

D.E. acknowledges support from the Microsoft Corpo-
ration.
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SUPPLEMENTARY MATERIALS

Local structure of Floquet perturbation theory

Consider a soluble Floquet operator

U0
f = T e−i

∫ 1
0
H0(t)dt, (S1)

and a time-dependent local perturbation λV (t), and de-
fine

Uf = T exp

(
−i
∫ 1

0

[H0(t) + λV (t)]dt

)
, T = time-ordering.

(S2)

By Trotterizing, we can show that

Uf = U0
f × T exp

(
−i
∫ 1

0

(U0
f )†(t)λV (t)U0

f (t)

)
, (S3)

where U0(t) = T e−i
∫ t
0
H0(t′). Hence, without loss of gen-

erality we can just consider a perturbed Floquet operator

Uf = U0
f U
′, where where U ′ = T exp

(
−i
∫ 1

0
λV (t)dt

)
for

some local time-dependent V . We label the eigenstates of
U0

f as |i〉, with quasienergies ωi. We will now construct,
order-by-order, a local unitary rotation that diagonalizes
the perturbation.

First order. At first order we look for a unitary eiλS

such that eiλSUfe
−iλS is diagonal (to first order in λ).

Expanding eiλSU0
f U
′e−iλS to first-order in λ and taking

the matrix elements with 〈i| and |j〉, we see that we can
make it diagonal to this order by taking:

〈i|S|j〉 =
〈i|V |j〉

ei(ωi−ωj) − 1
(i 6= j) (S4)

where V =
∫ 1

0
V (s)ds. We can choose to set 〈i|S|i〉 = 0.

It might not be clear whether this S is local, given
that the eigenstates |i〉 might be highly non-local “cat
states”. To see that it is, we adapt an idea originally due
to Hastings [S1] (as refined in Ref. [S2]) to the Floquet
case. First write V as a sum of local terms V =

∑
X V X ,

where V X is supported on a bounded region X. Then
we can write S =

∑
X SX , where

SX =
∑
i 6=j

|i〉〈i|V X |j〉〈j|
ei(ωi−ωj) − 1

≡
∑
i 6=j

f(ωi − ωj)|i〉〈i|V X |j〉〈j|,

(S5)

Now suppose that there are no “resonances” near X, by
which we mean that |ei(ωi−ωj) − 1| > γ > 0 for all i, j
for which the matrix element 〈i|V X |j〉 is nonzero. Then

we can replace f(ω) with f̃(ω) in Eq. (S5), where f̃(ω) is
an infinitely differentiable function with period 2π such
that f̃(0) = 0 and f̃(ω) = f(ω) for |ei(ωi−ωj) − 1| > γ.
By taking matrix elements one can then verify that

SX =

∞∑
n=−∞

an(U0
f )−nV X(U0

f )n, (S6)

where an are the Fourier series coefficients of f̃ : f̃(ω) =∑∞
n=−∞ einωan. From this, we can show that SX is

quasi-local provided that U0
f obeys a Lieb-Robinson

bound. In particular, however, if we choose U0
f such that

(U0
f )n doesn’t increase the support of operators by more

than an n-independent constant, we see that SX is still
strictly local on a region of slightly larger size. In particu-
lar, this can be shown to be true of the Floquet operator
U0

f in Eq. (1) in the main text. To see this, note that
in (U0

f )n we can move all the spin flips to the end at
the cost of simply changing the sign of the hi’s during
the course of the evolution, and the time evolution of a
Hamiltonian which is the sum of terms, each of which is
a product of Pauli σz operators (even if the coefficients
vary with time) never increases the support of operators
by more than a constant amount.

All orders. Suppose that we have found a unitary ro-
tation which diagonalizes the perturbation to order λn,
such that Uf = U0

f U
′, with

U ′ = exp
(
−i
{
Vd + λn+1Vnd +O(λn+2)

})
, (S7)

where Vd is diagonal, Vd = O(λ) and Vnd is non-diagonal.
(At first-order, i.e. n = 0, if U ′ was originally the evolu-
tion of a time-dependent Hamiltonian we can still gener-
ate such an expression for U ′ using the Campbell-Baker-
Haussdorf formula.) Then we want to find S such that
eiSUfe

−iS is diagonal to order λn+1, or equivalently, writ-
ing eiSUfe

−iS = U0
f U
′′, that U ′′ is diagonal. We see that

U ′′ = U†0e
iSU ′e−iS = eiU

†
0SU0U ′e−iS . (S8)

From the Campbell-Baker-Haussdorf formula, we see
that

U ′′ = exp
(
i
{
−Vd − λn+1Vnd + U0

f S(U0
f )† − S

}
+O(λn+2)

)
,

(S9)

and hence we set the expression in {...} to be diagonal.
Taking off-diagonal matrix elements gives

〈i|S|j〉 =
〈i|λn+1Vnd|j〉
ei(ωi−ωj) − 1

(i 6= j), (S10)

and we choose to set 〈i|S|i〉 = 0. We can then re-
peat the process at next order, with n′ = n + 1, V ′d =
Vd + λn+1Vnd − (U0

f )†SU0
f + S, and V ′nd equal to the

coefficient of λn+2 in the Campbell-Baker-Haussdorf ex-
pansion Eq. (S9).

We observe that at all orders in the perturbation the-
ory, locality is preserved. The only operations contained
in the exponentials are addition, conjugation by U0

f , tak-
ing nested commutators (through the Campbell-Baker-
Haussdorf expansion), and evaluating expressions of the
form Eq. (S10). The first three manifestly preserve lo-
cality, and the last one preserves locality in the absence
of resonances for the same reasons discussed in the first-
order section above. Therefore, the unitary rotation that
relates the eigenstates of Uf to the eigenstates of U0

f is
indeed a local unitary at all orders.
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Figure S1. The Fourier transform of the time evolution at
late times (taken over the interval 200 < t < 300) for two
individual disorder realizations (shown as solid and dotted
lines respectively), at h = 0.3. The dominant peaks at ω =
(2k+1)π/T are universal, whereas the smaller peaks at other
locations are disorder-dependent.

Numerical Observation of Persistent Oscillations at
Very Late Times

In a single disorder realization, we can go to much later
times in TEBD. Moreover, experiments might be carried
out in a small number of disorder realizations. As noted
in the main text, 〈σxi 〉 and 〈σyi 〉 are noisier in individual
disorder realizations. However, one can still observe a
clear signature of TTSB by looking at the Fourier trans-
form of the time dependence of a single disorder realiza-
tion, as shown in Fig. S1. There are strong peaks at
π/T , with subleading peaks at (2k + 1)π/T , indicating
the fractional frequency response. (The other peaks in
the Fourier transform have their origins in the discrete-
ness of the local quasienergy spectrum near a given point,
and can be distinguished by the fact that their positions
vary depending on the disorder realization.) These re-
sults indicate that the oscillations persist to later times
than shown in the upper panel of Fig. 1 in the main
text and that they are visible even in a single disorder
realization.

To more carefully examine the decay of the oscil-
lations, we turn again to exact diagonalization. For
a given disorder realization and initial state, we can
determine a characteristic timescale τ by computing
(−1)t〈σzi (t)〉sign(〈σzi (0)〉). This is defined such that it
is positive for small times, and we define τ to be the
time at which this observable first changes its sign. In
Fig. S2, we show a histogram of these τ for different sys-
tem sizes and strengths of the magnetic field. We observe
a very interesting structure: deep in the TTSB phase, at
h = 0.1, we find a single large peak at very large times
(here, we show only L = 8 since for larger systems the τ
are too large compared to the floating point precision).
In an intermediate range, such as h = 0.3, we find two
pronounced peaks, where the location of the first peak
does not depend on system size while the second peak is
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Figure S2. Histogram of the characteristic timescale τ , as
defined in the text, for different values of the magnetic field.
From top to bottom: h = 0.1 deep in the TTSB phase, h = 0.3
in the same regime as discussed in the main text, and h = 1.5
beyond the TTSB phase.

centered around a time that diverges exponentially. The
relative weight of the two peaks seems unaffected by sys-
tem size. In this regime, the average of τ is dominated
by rare instances with very large τ , while the typical
value is dominated by instances with short characteristic
times. In the disorder-averaged value of the magnetiza-
tion Z(t), which was discussed in the main manuscript,
the first peak in the distribution of τ manifests in the
decay from the initial value to the intermediate plateau,
and the second peak corresponds to the decay from this
plateau to zero. Finally, in the limit of very large h where
the system has been driven out of the TTSB phase, we
find the histogram to be dominated by a peak at short
times.
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Radiation Emitted from a TTSB System at Lowest
Order in Perturbation Theory

Let us suppose, for illustrative puposes, that our spin
system is coupled to the electromagnetic field through
the Jaynes-Cummings Hamiltonian

H1 = V (a+ a†), V = g
∑
i

σzi , (S11)

where a†, a are creation/annihilation operators for pho-
tons of frequency Ω/2 (where Ω = 2π/T is the drive fre-
quency.) This operator σxi conventionally appears in this
Hamiltonian; our Hamiltonian is rotated in spin space
relative to the conventional one. The transition ampli-
tude between initial and final Floquet eigenstates |m〉,

|n〉 is given, in the interaction picture, by:

Am,n = 〈n, 1| T exp

(
−i
∫ ∞
−∞

dtH1(t′)

)
|m, 0〉 (S12)

where 〈n, 1| is the state with the spin system in the
state |n〉 and a single photon (and similarly for |m, 0〉),
and H1(t) ≡ U†0 (t,−∞)H1U0(t,−∞) and U0(t,−∞) ≡
T exp

(
−i
∫ t
−∞ dt′H(t′)

)
. The unperturbed Hamiltonian

H(t) is the stroboscopic Hamiltonian given in Eq. (1)
in the main text and the text below it. We write
t = kT + s, where s ∈ [0, T ). Then we can write

U0(t, jT ) = U0(s, 0)Uk−jf . To lowest-order, the transi-
tion amplitude can be written in the form:

Am,n = −i
∞∑

k=−∞

∫ 1

0

ds〈n, 1|(Ukf )†U†0 (s, 0)H1U0(s, 0)Ukf |m, 0〉

= −i
∞∑

k=−∞

eikT (ωn−ωm+Ω/2)

∫ 1

0

ds〈n|U†0 (s, 0)V U0(s, 0)|m〉 (S13)

≡ −if(ωn − ωm)

∫ 1

0

ds〈n|U†0 (s, 0)V U0(s, 0)|m〉 (S14)

,

where

f(ω) =
2π

T

∞∑
k=−∞

δ

(
ω +

[
k +

1

2

]
Ω

)
. (S15)

This matrix element is generally non-zero.
For instance, consider the soluble point h = 0,
where we take the spin-flip part of the Flo-
quet operator to act instantaneously such that∫ 1

0
dsU†0 (s, 0)σzi U0(s, 0) = σzi . Then for initial and

final states are |±〉 ≡ (exp(it0E
−({si})/2)|{si}〉 ±

exp(−it0E−({si})/2)|{−si}〉)/
√

2, we find that
〈−|σzi |+〉 = 〈+|σzi |−〉 = 1 for any i, and hence

A+− = A−+ = −2πigN

T
δ(0). (S16)

Now consider a locally-prepared initial state, such as

|{si}〉 = (|+〉 ± |−〉)/
√

2, (S17)

[Here we have set hzi = 0 in order to unclutter the equa-
tions, so that E−({si}) = 0.] Then, in the absence of a
coupling to the electromagnetic field, it would not change

with time in the interaction picture. (The fractional fre-
quency response in the interaction picture comes from
the time evolution of observables.) However, Eq. (S16)
tells us that at lowest-order in perturbation theory, the
system can emit a photon at frequency Ω/2 and transi-
tion from |−〉 ↔ |+〉. However, this only changes the
superposition Eq. (S17) by a global phase factor ±1.
One might wonder why this does not violate conserva-
tion of quasienergy, given that a photon of frequency
Ω/2 has been emitted. However, we observe that the
state Eq. (S17) is not a quasienergy eigenstate; rather,
it is a superposition of two eigenstates with quasiener-
gies differing by Ω/2. Therefore, its quasienergy is only
well-defined modulo Ω/2. We note that neither |+〉 nor
|−〉 is “higher” in quasienergy. The system can emit a
photon of energy Ω/2 while transitioning from |+〉 to |−〉
or from |−〉 to |+〉 since since −Ω/2 ≡ Ω/2 (mod Ω).
[Mathematically, this corresponds to the statement that
f(Ω/2) = f(−Ω/2) in Eq. (S14).]
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