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Building on Buxton’s foreground/background model, we discuss the importance of explicitly
considering both foreground interaction and background interaction, as well as transitions be-
tween foreground and background, in the design and implementation of sensing techniques for
sensor-enhanced mobile devices. Our view is that the foreground concerns deliberate user activity
where the user is attending to the device, while the background is the realm of inattention or split
attention, using naturally occurring user activity as an input that allows the device to infer or
anticipate user needs. The five questions for sensing systems of Bellotti et al. [2002] proposed as a
framework for this special issue, primarily address the foreground, but neglect critical issues with
background sensing. To support our perspective, we discuss a variety of foreground and background
sensing techniques that we have implemented for sensor-enhanced mobile devices, such as power-
ing on the device when the user picks it up, sensing when the user is holding the device to his ear,
automatically switching between portrait and landscape display orientations depending on how the
user is holding the device, and scrolling the display using tilt. We also contribute system architec-
ture issues, such as using the foreground/background model to handle cross-talk between multiple
sensor-based interaction techniques, and theoretical perspectives, such as a classification of recog-
nition errors based on explicitly considering transitions between the foreground and background.
Based on our experiences, we propose design issues and lessons learned for foreground/background
sensing systems.
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1. INTRODUCTION

Recent advances in sensor technology have made many inexpensive detectors
available [Saffo 1997; Baxter 1997] that can sense the surrounding context of
the physical environment and human activity. To narrow the gap between the
user’s understanding and the system’s understanding of the current context,
we have experimented with a “Sensing PDA” that can detect when the user is
holding, tilting, or is proximal to the device, and employ these perceptions to
move responsibility for some actions and decisions from the user to the system.
The sensors enable the system to sense when the user picks up, puts down, looks
at, holds, or walks around with his or her mobile device. These actions represent
a hidden vocabulary of naturally occurring gestures that people spontaneously
exhibit in the handling and use of mobile devices. Our sensing techniques make
these types of activities an integral part of interaction with mobile computers.

With mobile devices, keeping interactions minimally demanding of cognitive
and visual attention is a core design issue. The demands of real-world activities,
such as walking along a busy street or talking to a colleague, may prevent the
user from interacting with or paying attention to a device at all. Even a task as
simple as tapping a button on the screen steals visual attention from other real-
world tasks and can become a burden if the user must focus on external events.
Sensors may play a role in addressing such problems by helping to manage
the user’s attention to foreground activity, or automating some actions in the
background so that the user need not directly attend to them at all. But how do
our sensors know when to respond? How can they assist the user in transitions
from inattention (in the background) to focused attention on the device (in the
foreground), or vice versa?

Our experiences lead us to assert that Buxton’s foreground/background
model is central to reasoning about these types of questions, and to the de-
sign of sensor-based interaction in general: sensor-augmented mobile devices
should explicitly consider and encode foreground/background states and tran-
sitions in their interaction design and in their system architecture. We discuss
and explore this thesis in the remainder of this article, which has the follow-
ing structure. We review the Buxton foreground/background model, define how
we interpret the terms “foreground” and “background,” and discuss the fore-
ground/background model’s relation to the “Five Questions” framework [Bellotti
et al. 2002]. In Section 2 we describe the specific sensors used by our system
and several interaction techniques that leverage the information provided by
these sensors. As we discuss the interaction techniques, we use the issues that
arise to illustrate nine general design issues and lessons learned with respect
to foreground and background interaction. In Section 3 we present an archi-
tecture that our implementation uses to help manage some of these issues. We
then discuss in Section 4 some remaining general issues, including analysis
of false positive and false negative errors with respect to transitions between
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Fig. 1. Buxton’s model of technology-mediated communication and interaction based on the com-
munication object (human or computer) and the ground (foreground or background), with examples
of each class and some distinguishing characteristics. Adapted from Buxton [1995].

foreground and background and extensions to the Five Questions framework.
We also consider the question of mapping sensed user activity to inferred sys-
tem actions, and potential mechanisms to allow the user to control or configure
such mappings. Section 5 summarizes the main contributions of the article and
suggests some areas for future work.

1.1 Models of Foreground versus Background Interaction

Buxton proposes a classification of Human-Computer Interaction into two broad
categories: foreground interaction and background interaction [Buxton 1995],
as seen in Figure 1. Buxton defines foreground interaction as “activities which
are in the fore of human consciousness—intentional activities.” The foreground
is characterized by explicit step-by-step human guidance for the computer; for
example, in the classic direct manipulation metaphor of graphical user inter-
faces, the user must focus his or her direct attention on the interface to make
progress. An example of a sensor-based foreground interaction that we explore
is scrolling the display of a small device as a function of tilting of the device. In
our view, the distinguishing characteristic of the foreground is that it requires
the user’s direct attention, as shown in the left column of Figure 1.

By contrast, Buxton [1995] defines background interaction as “tasks that
take place in the periphery–‘behind’ those in the foreground.” What Buxton
calls the background closely relates to other terms used in the literature, includ-
ing “noncommand” interaction [Nielsen 1993], “implicit” interaction [Harrison
et al. 1998], and “incidental” interaction [Dix 2002]. Supporting background
interaction requires methods for sensing the user’s activity and inferring ap-
propriate actions. We define background sensing as sensing an action that the
user would have had to perform anyway to accomplish their task (i.e. the ac-
tion is not an artificially contrived command that exists solely for the purpose of
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Fig. 2. Foreground and background interaction working together in simultaneous, parallel layers
(adapted from Buxton [1995]), with the point-and-shoot camera as a familiar example.

communicating user intent to the computer). Many of our sensing techniques,
such as switching between portrait and landscape display modes when user
holds the device in a desired orientation, fit the criteria of background sensing
techniques. In this example, the user has to rotate the display to see it at the
new orientation anyway; detecting this and automatically changing the display
format pushes the interaction into the background.

Background sensing can also operate in support of foreground activities
that require the user’s direct attention. Here, foreground/background inter-
action characterizes two parallel layers of interaction that support one another
(Figure 2). Buxton describes the familiar example of the point-and-shoot cam-
era: the operator is responsible for the foreground activities of choosing what
to photograph (point) and when to photograph it (shoot); this simple operation
is made possible by a plethora of sensors that capture information in the back-
ground about the ambient light level, composition and distance to the subject,
the type of film loaded, and so forth.

Ishii and Ullmer [1997] offer a different view of foreground and background:
they discuss graspable objects as occupying the foreground, while ambient dis-
plays of information linger in the background. Since our sensor-augmented
device is a graspable object, a strict interpretation of the view that Ishii and
Ullmer present would suggest that all of our research addresses the fore-
ground. But just because Ishii and Ullmer’s tangible interactions represent
foreground techniques, this does not necessarily mean that all device-centric
interactions belong to the foreground. Buxton’s example of the point-and-shoot
camera clearly makes this point: the sensors on this device push many aspects
of configuring the camera into the background, behind the fore of the user’s
attention.

We can reconcile Ishii and Ullmer’s interpretation of foreground and back-
ground interaction with Buxton’s (and our own) view if we classify foreground
and background not in terms of device-centric versus environmentally situ-
ated sensors and displays, but rather in terms of the degree of attention that
an interaction requires. Using attention as our yardstick also allows the fore-
ground/background distinction to become a continuum rather than a strict di-
chotomy. For example, we have explored holding a mobile device to one’s ear as
a gesture to automatically trigger recording a voice memo. This gesture falls
into a “middle ground” between background and foreground because holding
an object to one’s ear is an intentional act, yet by using sensing techniques to
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push the mechanical details of activating the recording feature into the back-
ground, we simplify activation of the feature and may demand less of the user’s
attention.

1.2 Foreground/Background Interaction and the Five Questions Framework

One proposed framework for thinking about the issues raised by sensing tech-
niques, the “five questions for sensing systems” derived from Bellotti et al.’s
[2002] analysis of human-human communication, primarily considers explicit
commands and communication. For example, how does a user know the system
is attending to a request? How does the system know what object the user’s com-
mand (e.g. Save) relates to? In the foreground/background view of interaction,
all such explicit communication occurs in the foreground. Since their approach
is founded upon intentional human-human communication, their framework
raises questions for foreground interaction, but does not explicitly address back-
ground interaction. However, the work does make important contributions to
consideration of user errors (How do I avoid mistakes?) or system errors, which
could occur in either foreground or background interaction. Our research ex-
tends this perspective to show how consideration of errors is important for fore-
ground and background interaction, as well as transitions between foreground
and background.

A critical issue for sensor-augmented devices is to consider the bound-
aries between foreground and background. Our work with sensor-enhanced
devices has led us to conclude that symbiotic background/foreground inter-
action raises new questions and issues beyond those considered by the five
questions framework. Designers of sensing systems must carefully deliber-
ate about transitions between the grounds, both at design time and in real-
time as the system handles sensor data. Our Sensing PDA detects and deals
with these transitions, allowing our software to reason about when the de-
vice is being brought into the foreground, or drifting into the background.
Designers must carefully consider the potential for introducing unwanted
transitions as the result of false positive failures (when sensor data is mis-
takenly recognized as a gesture that did not occur), as well as missing tran-
sitions as the result of false negative failures (when sensor data contains a
gesture that did occur, but the system does not recognize it). Our research
suggests examples of user tasks and activities that sensing techniques can
support, showing how we can combine multiple sensors to support one interac-
tion, while also using one sensor to support multiple interactions in both the
foreground and background, without introducing unwanted cross-talk between
techniques.

2. INTERACTION TECHNIQUES, DESIGN ISSUES, AND LESSONS LEARNED

Here, we discuss the following sensor-based techniques that span the contin-
uum from foreground manipulation to automatic or semi-automatic background
services:

Automatic Power Control: The device turns itself on when the user picks
it up;
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Fig. 3. Sensors used by our system and some context attributes available to applications.

Listening Detection: Holding the device like a phone records voice memos;
Portrait/Landscape Switching: The device changes the display format when

the user holds it at a new orientation;
TiltScroll: The user can tilt the device to scroll the contents of the display.
In this discussion we illustrate a number of design issues and lessons that

we learned that focus on handling foreground/background states in sensing
systems, as well as the transitions between these states. Although we discuss
the main design issues and interactive behavior of each technique, for more
complete implementation details and further discussion of user reactions and
feedback consult Hinckley et al. [2000].

2.1 Sensor Hardware and Derived Context Attributes

We focused our research on sensors that are small, inexpensive, and have po-
tentially very low power consumption, making them practical candidates for
integration with mass-produced mobile devices. We use a Compaq iPaq for our
current prototype. Figure 3 summarizes the sensors our system uses and soft-
ware inferences (logical states that we call context attributes) it derives from
the sensor data.

The context attributes described in Figure 3 form the building blocks of our
interaction techniques, and as such provide a convenient shorthand to describe
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the techniques. Henceforth in this article, names in the Courier font represent
context attributes, while Italicized items represent particular named values
of a context attribute.

2.2 Automatic Power Control

Finding the power button on mobile devices can be physically awkward and
demanding of attention. We observed that people typically hold their PDA in
a posture appropriate for use, and then press the power button; pressing the
power button is an explicit step secondary to the natural act of picking up the
device.

By sensing when the user picks up the device to use it, we push the activation
of the device into the background. Automatic Power-On is an example of sensing
a transition in the user’s attention from the background to the foreground with
respect to the device. When a user picks up and looks at the device, we assume
the user intends to employ the device in the foreground of attention. However,
we classify sensing and responding to this gesture as a background sensing
technique because it moves the responsibility for activating the power from the
user to the system; the user would otherwise have to first attend to the me-
chanics of finding and pressing the power button. Furthermore, picking up the
device is a naturally occurring gesture that is already part of using the device,
but represents an action that has not been sensed by traditional systems. To
underscore this, all test users who have tried the system have discovered this
capability without any instruction; as soon as one picks up the device to try
to use it, the device turns itself on. A related technique uses touch sensors to
activate an application on a device [Schmidt 2000], but does not sense when
the user picks up the device for active use.

We detect when the user is ready to use the device as follows: when the power
is off, if the user is Holding the device and LookingAt the display in Portrait

orientation (but not Flat), while the GravityDirection is RightSideUp, and this
state persists for a short timeout, then our sensor system powers up the device.
This results in the following high-level behaviors:

1. The device cannot power up when in the user’s pocket or purse because the
user is not holding it.

2. The device will not turn on if the user simply touches it or pushes it out
of the way while it is resting on a desk (resting Flat). The user must be
holding the device at tilt angles consistent with viewing the display.

3. The short timeout prevents the device from powering up accidentally due to
transient signals, but is short enough that the user does not feel as if he or
she has to wait for the action to occur.

4. The device typically will not turn on if the user handles it, but does not look
at it (e.g. grabbing the device, but then holding it at one’s side rather than
using it).

In our own use of the device, we have observed that it occasionally turns
on by accident when it is handled. However, when we had test users try the
technique, users were not bothered even if the device did power on by accident:
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for example, one user commented that he “didn’t care” because he would put
the device away if he wasn’t using it. This suggests that for this technique, false
positive recognition has few negative consequences: if the device turns itself on,
this is not demanding of the user’s attention; the main negative consequence
seems to be that some power will be consumed unnecessarily. Thus we bias the
algorithm slightly towards eager recognition, as a false negative failure (or even
a short delay) when recognizing the gesture could have worse consequences.
Picking up the device and looking at it, only to have it remain off in some cases,
would force the user to switch his attention to determining why the device
was off, and deciding how to activate the power, instead of moving directly to
his foreground task.

We considered a corresponding automatic power-down feature (when the
user just holds the device at his side, or puts it down on a table, for example)
but the user benefit seemed dubious. At best, the user would not notice the
device shut down, and a small amount of power might be saved. At worst, false-
positives could annoy the user: for example, the user may want to put down
the device to use it on a table; if the device powered off every time the user
put it down, it would interfere with this manner of use. This would represent a
system-initiated transition from the foreground (active use of the device) to the
background when in fact the user was attending to the device in the foreground
state, without any intention to stop using it.

Preventing the device from powering off at inappropriate times does seem
to have value, however. Mobile devices use “inactivity timers” that power the
device off or dim the screen if no stylus or button press events have occurred
recently. However, these timers can be vexing when one is trying to read the
screen, or think about something in the course of a task. Our Sensing PDA
infers continued user activity based on a combination of the touch, proximity,
and tilt sensors, and resets the system inactivity timer on the user’s behalf to
prevent these unnecessary interruptions.

2.3 Design Issues and Lessons Learned for Automatic Power Control

Here we summarize some of the high-level insights that this interaction tech-
nique led us to, which we formulate as preliminary design principles for fore-
ground/background sensing systems. We give these “lessons learned” sequential
numbers for later reference.

L1. Use background sensing to assist users in transitions to the foreground. If
a sensing system correctly senses that the user has changed the focus of their
attention, and is moving from the background to the foreground with respect
to the system, this may represent an ideal time to provide an automatically
inferred service, such as powering on the device. In this case, as much activity
as possible should be handled by the system in the background, to free the user
from having to attend to unnecessary steps or details in the foreground.

L2. Preserve the user’s focus of attention by minimizing disruptions to the
ground. The flip side of L1 is that systems should strive to preserve the user’s
focus of attention; if a sensing system incorrectly infers a background to fore-
ground transition, or vice versa, this disrupts the ground. Such an incorrect
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inference may cause an untimely interruption that requires users to attend to
some aspect of the system (i.e. transition to the foreground) when they oth-
erwise would not have had to do so. Our desire to avoid this kind of problem
led us to abandon ideas to develop an automatic feature to power off the sys-
tem. In general, our system strives to minimize false-positive background to
foreground transitions by using sensors to provide multiple points of evidence
about the user’s activity, short timeouts to make sure that new sensor states
continue to persist, and generally conservative policies when providing auto-
mated services (e.g., if the device does power on by accident, users feel that this
has little or no significant negative consequence; but powering off by accident
could significantly interrupt the user).

2.4 Listening Detection

Many current PDA devices include voice recording features, but finding the
right button or activating a control on the screen can require significant visual
attention. We allow the user to record a voice memo by simply holding the
Sensing PDA like a cell phone and speaking into the device—a familiar gesture
that requires little or no direct visual attention. The user’s impression is that
he or she just speaks into the device to start recording. This technique seemingly
has elements of both foreground and background interaction, as listening to a
device is clearly an intentional foreground activity, yet by eliminating the need
to find and press buttons, the technique pushes some aspects of the interaction
into the background. We have also experimented with Listening Detection as
a way to answer incoming phone calls or switch between speakerphone and
private use modes on a device that supports telephony features [Hinckley and
Horvitz 2001]. It is possible that users could want to employ this gesture to
answer calls, record voice memos, switch to speakerphone mode, or even cue a
voice recognition mode, but is not clear that one device could support all of these
options simultaneously. We return to this issue in Section 4.2 of the discussion
where we discuss mappings of recognized activities to automatic services.

Our implementation of voice memo detection combines all of our sensors.
First, the user must be holding the device; this prevents accidental recording
when the device is in a purse or briefcase. Second, the user must hold the
device in Close proximity (within approximately 3 cm), to start speaking into
it. Finally, the user must tilt the device within a range typical for holding a
telephone handset; that is, we sense the natural posture that the hand makes
when holding the device to one’s ear.

If these conditions hold true for a short timeout, the device makes a distinct
click (to give early feedback that the gesture has been recognized), and then
starts the device’s voice recording software. This software issues a single sharp
beep just before it starts recording, after which the user can leave a voice memo.
When they are finished speaking, users naturally move the device away, which
automatically stops the recording. The software issues two sharp beeps when
recording stops. All of this audio feedback seems crucial to the interaction, as
it provides nonvisual feedback of the gesture recognition, cues the user when
to start speaking, and confirms that the memo was recorded.
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The main usability problem with the technique is that users do not expect
devices to be able to react in this way, so in our experience, test users do not
discover the gesture unless prompted. However, we find that telling users to
“talk into it like you would talk into a cell phone” is the only hint that is nec-
essary for them to use it successfully. Users who have tried the technique did
not feel that the gesture was any faster than pressing a button, but reported
that it seemed to require less concentration: “I have to think about finding the
button, pushing it, holding it,” but “with the [sensors] it was just listen for the
beep.” The sensed gesture seems to better support the user goal of recording a
message without extra steps to concentrate on or remember, and a preliminary
dual-task experiment suggested that it may require less of the user’s attention
than the device’s manual technique for activating the same feature [Hinckley
et al. 2000].

2.5 Design Issues and Lessons Learned for Listening Detection

L3. Provide feedback of transitions between the grounds and awareness of
whether user activity will be interpreted as foreground or background. For ex-
ample, our Listening Detection technique uses audio cues to inform the user
when the device has recognized that they are listening to it, cueing the user to
start talking. Muscular tension and the pose of the hand serves as a constant
but subconscious reminder that the voice recording “mode” is still active [Sellen
et al. 1992], and all that is required to return the device to the background is
to relax one’s arm or put down the device.

L4. Scope foreground interpretation of possible interactions via background
sensing. Systems can use background sensing to constrain the space of possible
interactions that must be considered, allowing the system to present a few
alternatives for the user to choose from (e.g. proximal selection [Schilit et al.
1994]) or automatically execute an action if it is the most likely or only possible
operation (e.g. auto power-on when the user picks up the device). When a specific
context such as listening to a device like a phone is recognized, this approach
can also allow a general-purpose device with many capabilities to act as an
appliance-like device with a specific use in a given context.

2.6 Portrait/Landscape Switching

Unlike a stationary desktop monitor, users of mobile devices can move their
displays to look at them from any orientation. When the user holds a mobile
device, he will naturally tilt it so that the screen faces himself; this is a move-
ment exhibited naturally by users without any prompting. Using the tilt sensor,
we detect these movements and automatically reformat the display to suit the
current viewing orientation. For example, a user reading an electronic book
or inspecting a spreadsheet may find a portrait or landscape display format
more pleasant depending on the document content (Figure 4). Although fur-
ther details of our algorithm appear in Hinckley et al. [2000], in this section we
describe a slight improvement using the Moving state.

To view the screen at a new orientation, the user has to move the device. We
sense this activity in the background and use it to automatically change the
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Fig. 4. Portrait/Landscape display mode detection. Top Left: An E-book application automati-
cally rotates and reformats the UI to fit the new screen orientation. Bottom Right: Spreadsheet
application. The user can get the most out of a small display.

display format. Although holding the device in a different orientation repre-
sents an intentional act by the user, we classify Portrait/Landscape switching
as a background sensing technique. It occurs in the context of continuous use of
the device in the foreground, but since the user must move the device to see it
in the new orientation, the technique pushes the transaction cost of switching
display modes from explicit user control to automatic system inference in the
background.

One case that results in some design difficulties occurs when the device’s
TiltOrientation enters the Flat state. This can occur when the user puts
down the device, or uses the device while resting it flat in his lap. For example,
with our initial designs, we found that while putting down the device, the user
may inadvertently tilt it and change the display format, forcing the user to
sometimes pick up the device again, change the orientation, and put it down
more carefully. To address this problem, our current design uses the tilt sensors
to monitor whether the device is moving significantly. The system does not
allow the display format to change until a short timeout after the device stops
Moving. When movement stops, if the device is resting flat, no change takes
place. Likewise, this prevents the screen from changing formats if it is tilted
slightly while it is simply resting in the user’s lap; a distinct movement to a
new orientation is necessary to trigger a display format switch.

Several test users commented that they could easily show information on
the screen to a friend or co-worker seated across a table by simply tilting the
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display towards that person. The technology affords such quick, informal shar-
ing of the display because it responds quickly, has minimal overhead, and does
not interrupt the flow of the conversation. However, one test user did express
concern that the display might change orientations if she twisted it while show-
ing it to someone seated next to her: “I think it would drive me nuts. . . I liked
it better when I had control of it.”

In related work, Schmidt uses a set of mercury switches to adapt “the screen
orientation [. . . ] to device orientation whenever a stable change in orientation is
sensed” [Schmidt et al. 1999]. Bartlett switches display modes if the user stands
the device on edge for about 2 seconds [Bartlett 2000]. We quickly determine the
orientation based on the naturally occurring activity of the user, rather than
relying on a contrived gesture to switch display formats.

2.7 Design Issues and Lessons Learned for Portrait/Landscape Switching

L5. Automate blocking steps in the background by sensing and removing unnec-
essary barriers to interaction. If continued use of the device requires or could
greatly benefit from a change in some aspect of the device configuration, this
becomes a blocking step that must be completed before the user can continue ef-
fective interaction. With traditional techniques, the user would have to find and
identify the correct hardware button or control panel in the software in order
to change the screen orientation, and then they could reorient the device. Our
sensing technique automates this blocking step so that the user may simply
hold the device as desired. Automatic Power Control also provides an exam-
ple of removing a blocking step: the user cannot actively use the device in the
foreground without turning on the power.

L6. Include ground selection mechanisms that help indicate whether activity
should be interpreted as foreground or background. Sensing systems must in-
clude “selection” mechanisms to decide if user activity should be interpreted as
foreground (an intentional act by the user) or background (incidental movement
or activity that should remain fully backgrounded). Sensing systems may be
able take advantage of subtle, implicit cues to infer user intentionality. Motion
sensing is one such implicit ground selection mechanism: Portrait/Landscape
switching uses the Moving state to sense when the user has completed a distinct
movement to a new orientation. This avoids accidental changes to the orien-
tation where the user may inadvertently tilt the display in the course of other
actions, such as putting down the device. Automatic Power Control provides
another example: it is not possible to power on the device unless the user is
Holding the device.

Further important issues and lessons learned for Portrait/Landscape Switch-
ing arise when this background technique is combined with the TiltScroll fore-
ground sensing technique, and are discussed as L7, L8, and L9 at the end of
the following section.

2.8 TiltScroll

Several researchers have explored using tilt to scroll the display of mobile
devices [Bartlett 2000; Harrison et al. 1998; Rekimoto 1996; Small and Ishii
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1997]. We felt it was important to experiment with this technique, which we
call “TiltScroll,” as it represents a foreground interaction technique that raises
potentially different issues from the background sensing techniques we have
discussed thus far. TiltScroll is representative of a number of foreground in-
teraction techniques proposed for mobile devices augmented with tilt sensors.
For example, tilting has been used for menu selection and map navigation
[Rekimoto 1996], browsing through contacts [Harrison et al. 1998], and text
entry [Partridge et al. 2002; Wigdor and Balakrishnan 2003].

TiltScroll allows two-dimensional movement through a document. It maps
tilt angle to scrolling speed using a rate-control function (see Hinckley et al.
[2000] for details); the user must maintain visual attention while scrolling.
Since TiltScroll is explicitly initiated by the user, continuously controlled by
the user, and requires the constant visual attention of the user, it is clearly an
example of a foreground interaction technique.

We use contact with the screen bezel (TouchingBezel) to initiate scrolling.
Scrolling continues until contact stops. An advantage of using the bezel touch
sensor to engage scrolling is that the sensor has a large surface area and does
not require muscle tension to maintain contact. However, we found that users
sometimes touch it by mistake, particularly when holding the device in the
other display orientations; providing four touch sensors, one for each edge of the
screen bezel (but ignoring three of them, depending on the display orientation)
may offer a solution to this difficulty.

The Rock’n’Scroll device [Bartlett 2000] uses scrolling as the default mode,
allowing scrolling without any explicit clutching mechanism to provide “start”
and “stop” signals. To freeze the screen, Rock’n’Scroll uses a tilt gesture that
locks the display; this requires the user to disturb the scrolling position to exe-
cute the gesture, although the system retroactively attempts to “undo” any such
inadvertent scrolling. Several systems set a predefined or user-selectable “zero
orientation” relative to which scrolling takes place [Bartlett 2000; Harrison
et al. 1998]. Our system instead uses the device’s orientation when the user
initiates scrolling, allowing scrolling in any display mode and almost any com-
fortable posture.

Integrating TiltScroll and Portrait/Landscape Switching presents some dif-
ficulties. The techniques suffer from a cross-talk problem because tilting scrolls
the display, yet tilting also may result in changes to the display format. Ob-
viously, the screen should not change orientations during tilt-scrolling. Also,
when the user stops scrolling (by releasing the screen bezel), the screen may
be tilted towards a new display orientation. The screen should not immediately
change display modes at this point, as it would be disconcerting.

2.9 Design Issues and Lessons Learned for TiltScroll

L7. Prefer background interpretation for typical events. In our system design,
we prefer background interpretation for typical events. Background channels
should be kept free for sensing of typical, naturally occurring gestures. Fore-
ground interaction should be reserved for atypical special cases where the user
wishes to explicitly control something. For example, because Bartlett makes
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tilt-to-scroll the default mode of his tilt-sensitive handheld device [Bartlett
2000], his system sacrifices the ability to sense naturally occurring gestures.
His system requires an explicit, contrived gesture to get out of the scrolling
mode and have the system observe how the user is naturally holding the
device; a foreground interpretation of tilting (tilt-to-scroll) is always active
unless the user commands otherwise. By contrast our system exhibits back-
ground preference, and thus enables a number of background sensing tech-
niques, including Automatic Power Control and Portrait/Landscape Switch-
ing. Yet our device can also support foreground interactions such as TiltScroll
by giving the user mechanisms to explicitly indicate and control foreground
interpretation.

L8. Provide explicit ground selection mechanisms that allow foreground tech-
niques to dominate background interpretations. Although systems may be able
to leverage implicit ground selection mechanisms (L4), this is not always pos-
sible or even desirable. To maintain user control and a deterministic response
for foreground techniques, the system must respect the intention of the user
and make it easy to provide an explicit signal to transition to foreground in-
teraction. This also implies that the foreground should heavily dominate or
exclude background interpretations of an activity during such explicit signals.
Our system achieves this by masking background interpretations of a sensor
when the user explicitly indicates a desire to initiate foreground manipulation
(e.g. touching the screen bezel to initiate TiltScroll).

L9. Explicitly encode ground transitions. Sensing systems should recognize
and explicitly encode transitions between foreground and background and use
such encodings to minimize disruptive changes to the current mode of interac-
tion. For example, our experiences with integrating the foreground TiltScroll
technique and the background Portrait/Landscape Switching technique sug-
gest that a mechanism is needed to prevent cross-talk between the techniques.
Our system addresses this cross-talk problem by implementing a new event
architecture that provides policies and mechanisms for applications to request
and monitor transitions between the grounds, as discussed in the following
section.

3. ARCHITECTURE FOR BACKGROUND/FOREGROUND TRANSITIONS

In our experience, designing methods for handling dependencies, transitions,
and conflicts among background and foreground modalities is an important
design challenge. Sensing systems need architectures and policies that can ef-
fectively resolve cross-talk between multiple techniques. Here, we propose an
architecture that embodies the Buxton foreground/background model of inter-
action in its sensor handling policies, thus providing a principled mechanism
to support sharing of sensors across multiple applications.

Our system architecture is based on a client/server arrangement with
all sensor notifications occurring via message passing. The client uses the
RequestNotification call to query a context attribute. The Context Server replies
immediately with the current value, and then sends subsequent messages
whenever the sensor changes value (Figure 5).
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Fig. 5. Block diagram of the client/server architecture.

An application must explicitly characterize the ground of how it intends
to use a context attribute when it calls RequestNotification. We define four
levels of ground: ForegroundService, BackgroundService, BackgroundMonitor,
and StopUsing. These levels embody the machine’s view of the Buxton fore-
ground/background model and leverage it to help handle sensor cross-talk be-
tween applications.

When an application such as TiltScroll requests a ForegroundService, it in-
dicates that it will use the sensor to directly manipulate elements of the in-
terface through foreground interaction. By contrast, if an application wishes
to provide a sensor service in the background, which looks for an antici-
pated pattern of user activity, it requests a ground level of BackgroundSer-
vice. Two additional ground levels round out our mechanism. If an applica-
tion monitors a sensor to keep a record or log, but does not directly provide
a service that may demand the attention of the user in real-time, it can re-
quest a ground level of BackgroundMonitor, allowing it to observe sensor data
in the “deep background,” independent of background/foreground transitions.
Finally, applications can also halt messages by requesting to StopUsing a
sensor.

To support transitions between these levels, the Context Server provides a
GroundChange message to notify applications when they must StopUsing a
sensor, or when they can resume using a sensor at the application’s previously
requested level of service. Applications can also take the initiative and request
a change to their ground level by calling RequestGroundChange. If the request
is granted, the Context Server sends out GroundChange messages to inform
other applications of the change.

Of course, users can explicitly bring an application to the foreground by
switching to or starting that application. The Context Server determines which
application is in the foreground by monitoring the system input focus; our
architecture then routes sensor updates (notification messages) for foreground
interaction techniques to the focus application, while withholding updates from
background applications that use the same sensor. The Context Server sends
a GroundChange message to an application telling it to StopUsing a sensor if
either of the following criteria is met:

1. The application is providing a BackgroundService using a sensor for which
the active application initiates a ForegroundService;

2. The foreground application is providing a ForegroundService and it becomes
inactive (e.g. the user switches to another application)
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Conversely, the Context Server sends a GroundChange message to an ap-
plication telling it to resume using a sensor at its previously requested ground
level under the following conditions:

1. The application requested ForegroundService and it becomes the active ap-
plication (e.g. when the user switches to that application).

2. The application requested BackgroundService and an application with Fore-
groundService on the same sensor becomes inactive.

3. The application requested BackgroundService and the active application
explicitly relinquishes ForegroundService using the RequestGroundChange
function.

Using these mechanisms, it is possible to integrate Portrait/Landscape
Switching with TiltScroll in an elegant fashion. For example, if the user touches
the screen bezel to initiate scrolling in an application that supports it, the appli-
cation initiates a ForegroundService using the tilt sensor. It then receives con-
tinuous updates for the tilt angles. Meanwhile, our Portrait/Landscape Switch-
ing application receives a GroundChange message telling it to StopUsing the
tilt sensor, so it cancels any pending screen orientation changes. However, even
if the Portrait/Landscape Switching application were to ignore the Ground-
Change message, it stops receiving messages from the Context Server. Hence
GroundChange messages provide an opportunity for applications to interact
smoothly with others, but no further explicit programmatic action is required.

When the user stops touching the bezel, the scrolling application requests
to StopUsing the tilt sensor via the RequestGroundChange function. The
Context Server then sends the Portrait/Landscape Switching application a
GroundChange message telling it to resume its BackgroundService. When the
Portrait/Landscape Switching application receives this message, it clears its
state, and it starts to receive new messages updating the tilt angles. Thus
our cross-talk mechanism allows the system to shield the Portrait/Landscape
Switching application from mistakenly interpreting manipulative tilting of the
display resulting from TiltScroll.

Our mechanism provides a foundation that can help developers author re-
sponsible applications that effectively share the sensor data without interfer-
ing with other (possibly unknown) uses for the same sensors. The resulting
place-holders for message handling in the application source code also remind
application developers to provide graceful transitions in response to these mes-
sages. However, our mechanism does not stop malicious programs from improp-
erly using the sensor data, nor does it eliminate inherent conflicts or prevent
race conditions between multiple recognizers that might respond to similar
patterns of activity. These problems are important, but seem independent of
foreground/background interaction issues.

4. DISCUSSION

4.1 Recognition Errors in Light of Foreground/Background Transitions

Much of the discussion in Section 2 revolves around our efforts to carefully
consider potential sensor errors, failure modes, and designs that mitigate or
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Fig. 6. Classification of recognition errors by failure mode (false positive or false negative) and
the type of transition (background to foreground, or foreground to background).

prevent various sources of erroneous recognition. Here, we contribute a new
classification of errors in sensing systems that considers both false positive
and false negative error conditions in light of transitions between the fore-
ground and background. This leads to four general classes of errors, Type
I through Type IV, as shown in Figure 6. This matrix enumerates poten-
tial errors for these four basic classes, using some of our background sens-
ing techniques as examples. It contributes a thorough way to think about
the design space of failure modes, as well as the tradeoffs between differ-
ent types of errors, that complements other work on cognitive “action slips”
[Norman 1981].

What is important to recognize about this matrix is that it is impossible to
completely avoid all four classes of error in a system design. A system that
recognizes when the user holds the device like a phone has to balance the pos-
sibility of Type I errors (incidental handling triggering accidental recognition)
versus Type II errors (failing to recognize the gesture within typical variations
in the user’s performance). But even if this balance is perfect, it can still suffer
from Type III errors (if the user listens to the device for some other reason, this
may be recognized as a desire to record a voice memo). The table also reveals
that removing the sensors altogether cannot avoid errors: a system with no
sensors can exhibit type I errors (pressing the record button by mistake dur-
ing incidental handling of the device causes it to start recording) as well as
type IV errors (it forces the user to explicitly control something that potentially
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could have been automated, but is not; all of the burden to control the system
is pushed back on the user).

These inescapable failure modes do not mean that good design is not possi-
ble. We can carefully consider each type of error and avoid any common and
reasonable cases. Furthermore, we can implement mechanisms to recover from
or mitigate failures when they inevitably occur, and we can give the user choices
to customize or disable particular features. For example, the LookOut calendar-
ing system [Horvitz 1999] gracefully degrades the precision of its automatically
inferred services to match uncertainty about the user’s goals by doing less, but
doing it correctly. Bellotti et al. [2002] also expose challenges for dealing with
“Accidents,” raising issues such as how to control or cancel system action in
progress; how to disambiguate what to undo in time; and how to intervene
when the user makes an obvious error.

4.2 Mappings and Customization

Our system design uses a fixed mapping of the activities and gestures that it
recognizes, to a set of services that it provides on the user’s behalf. We chose
services that seemed to provide the user with some benefit by being automati-
cally sensed. However, allowing the user to configure or customize the system’s
response to various sensed states would be a useful facility, and will proba-
bly be necessary if these techniques find their way into widespread use. For
example, users might prefer that their device play music at a private volume
level [Hinckley and Horvitz 2001] or replay missed information [Dietz and
Yerazunis 2001] when they “listen to it like a phone” rather than recording
a voice memo; or users may want their device to automatically turn on and
bring up their to-do list whenever they pick it up. Just as mobile devices allow
users to reassign mechanical buttons, our system could allow customization
of services provided via sensing techniques. To access customization features,
users might manually access system settings (as is necessary to reprogram me-
chanical buttons), or alternatively it may be possible for the system to display
a small icon, representing a sensed activity, for a short period whenever that
activity is recognized. By tapping on this icon, the user could bring up a control
panel that describes what is being sensed, and provides controls to customize
the behavior. Such customization could include enabling or disabling individ-
ual features, adjusting timeouts, or setting, training, or calibrating the system
with new trigger angles. This might allow users to compensate for unusual
situations or usage contexts that we did not anticipate in our designs.

4.3 Caveats and Limitations

Despite careful design and consideration, our proposed techniques might fail to
operate as expected. The sensors themselves have limitations. The tilt sensor
performs poorly when the device is held on edge (its sensitivity follows an
arcsine response curve, so the data is noisy at 90 degrees). If the user is wearing
gloves, our touch sensor will not detect the presence of his hand. The proximity
sensor performs poorly in direct sunlight or when bright spotlights shine on
it. However, these problems have technical solutions: two tilt sensors could be
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used instead of one; more carefully designed capacitance sensors could detect
the presence of the user’s hand through the gloves [Baxter 1997]; or a light
sensor could be combined with the proximity sensor to partially compensate
for the influence of ambient light [Hinckley 2003a]. It should also be possible
for the system to attenuate or ignore the sensors when they are reporting noisy
or unusual data, preferring to do less, but do it well.

A more significant problem is that users may exhibit unusual or unexpected
ways of operating the device that may break the model of usage anticipated
by our software, leading to incorrect inferences or failures to operate correctly.
For example, if the user wishes to read while lying on his side, the orientation
of the device as sensed by the system is off by 90 degrees from the orientation
of device as seen by the user, and the system will display the screen in Land-
scape mode even thought the user may want Portrait mode. Users may need to
intervene to remedy this type of problem.

For some users and tasks, even if our sensors operated flawlessly, the ser-
vices that they provide might have limited value or interfere with direct user
control. For example, when the user is already holding the PDA’s stylus and
fully attending to the mobile device, it may be quicker to explicitly start record-
ing a voice memo using an on-screen widget rather than holding the device like
a phone. The sensors may be inappropriate in situations with high error costs,
highly trained operators, or tasks that require rapid, unambiguous results. By
the same token, our sensing techniques seem especially well suited to mobile
professionals with limited patience for manually controlling their devices, or
for users who might be distracted by on-going conversations with colleagues
yet still wish to have quick access to features of their PDA. In general, sens-
ing techniques seem to offer some benefit when one or more of the following
conditions hold:

The technique can eliminate or reduce user frustration and barriers to
interaction by making it easier for the user to get at functionality while en-
gaged in an auxiliary task or by making it easier to interleave short-duration
tasks.

The technique can help mitigate attentional demands by supporting interac-
tion techniques that enable eyes-free use via sensed activity, or by optimization
of interaction in a real-time manner that would not be possible if the user had
to explicitly manage details of the device. By moving responsibility for some ac-
tions and decisions from the user to the system, the user is free to concentrate
on other things.

The technique expands the vocabulary of interaction for a mobile device which
otherwise might be limited due to its small size. For example, a primary benefit
of TiltScroll is that it enables one-handed horizontal and vertical scrolling.

5. CONCLUSIONS AND FUTURE WORK

Our research demonstrates how the foreground/background model can be ap-
plied to elucidate properties of sensing systems that complement those sug-
gested by the five questions of Bellotti et al. [2002]. We have shown how the
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model can play a role in the design of sensing systems by helping us reason
about such systems, by classifying recognition errors in light of transitions in
the ground, and even by forming the basis of architectural mechanisms that as-
sist the implementation of sensing systems. We have identified sensing, reason-
ing about, and handling foreground/background states and transitions between
the foreground and background as critical design issues for sensor-augmented
mobile devices. Our experiences with our system have led us to propose nine
lessons learned for foreground/background sensing systems:

L1. Use background sensing to assist users in transitions to the foreground.
L2. Preserve the user’s focus of attention by minimizing disruptions to the

ground.
L3. Provide feedback of transitions between the grounds and awareness of

whether user activity will be interpreted as foreground or background.
L4. Scope foreground interpretation of possible interactions via background

sensing.
L5. Automate blocking steps in the background by sensing and removing

unnecessary barriers to interaction.
L6. Include ground selection mechanisms that help indicate whether activity

should be interpreted as foreground or background.
L7. Prefer background interpretation for typical events.
L8. Provide explicit ground selection mechanisms that allow foreground tech-

niques to dominate background interpretations.
L9. Explicitly encode ground transitions between foreground and back-

ground and use such encodings to minimize disruptive changes to the current
mode of interaction.

Even if a system embodies all of these principles, we recognize that sens-
ing techniques cannot offer a panacea for interaction with mobile devices, and
careful design and tasteful selection of features will always be necessary. Only
some of the actions that mobile devices support seem to lend themselves to solu-
tion via sensing techniques; other tasks may be too complex or too ambiguous,
requiring some degree of human guidance or mixed-initiative problem solving.

A hybrid design integrating sensors with traditional techniques may prove
to be the most practical approach: recalling the example of point-and-shoot pho-
tography, more advanced cameras provide dials, knobs, and other conventional
means that allow knowledgeable photographers to choose which subsets of sen-
sors to use and which to ignore or override. We currently do not provide such
controls for our sensors, but we realize that they may become necessary as our
techniques move from the research lab to real-world usage. Using sensors to
deliver devices that are efficient and minimally distracting should not come at
the expense of providing direct control when necessary.

A method of carefully quantifying the effects of various failure modes would
be invaluable for sensing-based interaction, allowing systems to carefully
balance the benefits of services against potential costs of recognition errors.
It would also allow researchers to determine the value of information provided
by a sensor, or to carefully measure the impact of different policies for inter-
rupting the user. We are currently exploring the use of background/foreground
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interaction in conjunction with decision-theoretic approaches to these problems
[Horvitz 1999; Horvitz et al. 1999].

While interactive sensing techniques seem to provide many benefits, they
also increase opportunities for poor design because the strengths and weak-
nesses in the design space are not as well understood as traditional interface
design. We have contributed a number of examples of what is possible, and
have suggested some general design principles, but future work needs to pur-
sue careful experiments to quantify user performance with sensing techniques,
as well as longitudinal studies to determine whether infrequent but persistent
recognition problems may negate the apparent benefits of sensing techniques
when they fail to operate as the designers intended.

Much previous research has focused on a few sensors that provide informa-
tion for individual devices; but only a few sensing techniques, such as Pick
and Drop [Rekimoto 1997], Smart-Its Friends [Holmquist et al. 2001], or Syn-
chronous Gestures [Hinckley 2003b] have been designed for multiple user or
multiple computer scenarios. Combining the capabilities of multiple indepen-
dent sensing systems connected by wireless networking into a distributed sens-
ing system may provide compelling new capabilities. Such distributed sensing
systems may also make it practical to dramatically scale up the number and
type of sensors that are available to individual systems. What becomes possible
when a system can not only sense touch, tilt, and proximity, but can also detect
its location, recognize real-world objects [Want et al. 1999], identify the user
and other persons nearby, and see, feel, and hear through digital perceptual
mechanisms? The emergence and integration of more comprehensive sensor
systems may benefit not only individual users, but also networks of users and
society as a whole.
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