
©
B

R
A

N
D

 X
 P

IC
T

U
R

E
S

M
ultiview imaging (MVI) has attracted increasing attention, thanks to the rap-
idly dropping cost of digital cameras. This opens a wide variety of interesting
new research topics and applications, such as virtual view synthesis, high-
performance imaging, image/video segmentation, object tracking/recogni-
tion, environmental surveillance, remote education, industrial inspection,

3DTV, and free viewpoint TV (FTV) [9], [10]. While some of these tasks can be handled with con-
ventional single view images/video, the availability of multiple views of the scene significantly
broadens the field of applications, while enhancing performance and user experience.

3DTV and FTV are some of the most important applications of MVI and are new types of
media that expand the user experience beyond what is offered by traditional media. They have
been developed by the convergence of new technologies from computer graphics, computer
vision, multimedia, and related fields. 3DTV, also referred to as stereo TV, offers a three-dime-
sional (3-D) depth impression of the observed scene, while FTV allows for an interactive
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selection of viewpoint and direction within
a certain operating range. 3DTV and FTV
are not mutually exclusive. On the con-
trary, they can be very well combined with-
in a single system as they are both based
on a suitable 3-D scene representation. In
other words, given a 3-D representation of
a scene, if a stereo pair of images corre-
sponding to the human eyes can be ren-
dered, the functionality of 3DTV is
provided. If a virtual view (i.e., not an actual camera view) corre-
sponding to an arbitrary viewpoint and viewing direction can be
rendered, the functionality of FTV is provided.

As seen in the movie The Matrix, successive switching of
multiple real images captured at different angles can give the
sensation of a flying viewpoint. In a similar way, Eye Vision [11]
realized a flying virtual camera for a scene in a Super Bowl
game. It used 33 cameras arranged around the stadium and con-
trolled the camera directions mechanically to track the target
scene. In these systems, however, no new virtual images are
generated, and the movement of the viewpoint is limited to the
predefined original camera positions; hence functionalities of
3DTV/FTV are not provided. It is in fact extremely challenging to
realize these functionalities using a small number of sparsely
positioned cameras in a large 3-D space such as a stadium.

To enable the use of 3DTV and FTV in real-world applica-
tions, the entire processing chain, including multiview image
capture, 3-D scene representation, coding, transmission, ren-
dering, and display, needs to be considered (Figure 1). There
are numerous challenges in doing so. It is not easy to build a
system that can capture and store a large number of videos in
real time. An accurate calibration of camera position and color
property is also required. From acquired multiview data, one
should consider how to represent a 3-D scene that is more
suitable for the latter processes. Depth reconstruction is one
central task in 3-D representation but still a very difficult prob-
lem for rendering novel images precisely. The amount of mul-
tiview image data is usually huge, hence the data compressing
and streaming with less degradation and delay over limited
bandwidth are also challenging tasks.

In addition, there are also strong interrelations between all of
the processes involved. The camera configuration (array or
dome) and density (number of cameras) impose practical limita-
tions on navigation and quality of rendered views at a certain
virtual position. Therefore, there is a classical trade-off to con-
sider between costs (for equipment, cameras, processors) and
quality (navigation range, quality of virtual views). In general,
the denser capturing of multiview images with a larger number
of cameras provides a more precise 3-D representation, resulting
in higher quality views through the rendering and display
processes but requires a higher compression rate in the coding
process, and vice versa. An interactive display that requires ran-
dom access to 3-D data affects the performance of a coding
scheme that is based on data prediction. Various types of quite
diverse 3-D scene representations can be employed, which
implies a number of different data types.

Here, let us briefly introduce one example of an FTV system
[12]. This FTV system, implemented as a real-time complete
processing chain, allows the user to freely control the viewpoint
of a real dynamic 3-D scene. The developed multiview capturing
system is shown in Figure 2(a), which consists of one host-serv-
er PC and 100 client PCs, each equipped with a high-definition
camera (JAI PULNiX TM-1400CL). The interface between cam-
era and PCs is created with Camera-Link. The host PC generates
a synchronization signal and distributes it to all of the client
PCs. This system is capable of capturing 100 synchronized high-
resolution video signals at 30 fps. In addition, the camera posi-
tions can be easily changed. Figure 2(b) shows examples of
generated free viewpoint images at various times and view-
points. Complicated natural scenes including complex objects

[FIG1] Basic components of a 3DTV/FTV system.
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[FIG2] A capturing system and generated free viewpoint images in FTV system [12].
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such as small moving fishes, bubbles, and reflection of light
from the aquarium glass are reproduced with high quality.

This special issue aims to provide a comprehensive overview
and tutorial of the basic concepts and recent developments of
3DTV/FTV. We have selected eight articles in addition to this
introductory article. Various challenging tasks involved in the
capturing, representation and rendering processes and their
state-of-the-art technical solutions are broadly reviewed in
“Image-Based Rendering and Synthesis” [1]. The following arti-
cle, titled “Plenoptic Manifolds” [2], provides an overview of
image-based representation and introduces a new 3-D represen-
tation, Plenoptic Manifolds, based on analysis of structural
coherence among multiview images. Model-based rendering
approaches are reviewed in “High Quality Reconstruction from
Multiview Video Streams” [3], where a sophisticated solution that
can be applied to human actors for real-time rendering free-
viewpoint video is described in detail. The next two articles focus
on the compression process, “Compressing Time-Varying  Visual
Content” [4] broadly reviews coding techniques based on various
types of 3-D representation, and “Multiview Compression” [5]
provides a review of multiview video compression based on spa-
tial and temporal similarity between multiview video. The
streaming process is addressed in the article “3DTV over IP” [6],
where the emphasis is placed on a tutorial overview of streaming
of multiview video over the Internet Protocol (IP) for various 3-D
display clients. Finally, the last two articles focus on 3-D display.
A sampling problem in 3-D display technique based on ray-space
representation is addressed in “Resampling, Antialiasing, and
Compression in Multiview 3-D Displays” [7]. The other article,
titled “3-D Displays and Signal Processing” [8], provides a com-
prehensive overview of various types of 3-D display.

3DTV/FTV is a state-of-the-art imaging system. In the past,
image systems such as photography, film, and TV were distinct
systems. At present, they are being digitized more and more,
allowing them to be handled on the same platform as pixel-based
systems. These pixel-based systems are undergoing rapid devel-
opment toward increasing the number of pixels. Although super
high-definition TV has about 100 times the number of pixels of
standard-definition TV, still only one view is used. In the future,
the demand for more pixels will level off and will be replaced
with a demand for more views (i.e., more light rays in 3-D space).
This is an evolution from pixel-based systems with a single image
to ray-based systems with multiview images. The technologies
for light ray capturing and display are making rapid progress and
have created a huge opportunity for 3DTV/FTV to enter the con-
sumer mass market in the near future. MVI will open the way to
ray-based image engineering that provides breakthrough tech-
nologies to treat rays one by one.

In the following sections, this article provides the reader
with a brief introduction to the sequence of fundamental pro-
cessing steps required for 3DTV and FTV: 3-D scene represen-
tation, multiview image capturing and rendering, coding,
and displaying of a 3-D scene. We hope that reading through
these sections will aid the reader in understanding the arti-
cles in this issue.

3-D SCENE REPRESENTATION
The choice of a 3-D scene representation format is of central
importance for the design of any 3DTV system. On one hand, the
scene representation sets the requirements for multiview image
capturing and processing. For instance using an image-based
representation (see below) implies using a dense camera setting.
A relatively sparse camera setting would only give poor rendering
results of virtual views. Using a geometry-based representation
(see below) in contrary implies the need for sophisticated and
error prone image processing algorithms such as object segmen-
tation and 3-D geometry reconstruction. On the other hand, the
3-D scene representation determines the rendering algorithms
(and with that also navigation range, quality, etc.), interactivity,
as well as compression and transmission if necessary.

In computer graphics literature, methods for 3-D scene rep-
resentation are often classified as a continuum in between two
extremes. The one extreme is represented by classical 3-D com-
puter graphics. This approach can also be called geometry-based
modeling. In most cases scene geometry is described on the
basis of 3-D meshes. Real world objects are reproduced using
geometric 3-D surfaces with an associated texture mapped onto
them. More sophisticated attributes can be assigned as well. For
instance, appearance properties (opacity, reflectance, specular
lights, etc.) can significantly enhance the realism of the models.

Geometry-based modeling is used in applications such as
games, Internet, TV, and movies. The achievable performance
with these models might be excellent, typically if the scenes are
purely computer generated. The available technology for both
production and rendering has been highly optimized over the
last few years, especially in the case of common 3-D mesh repre-
sentations. In addition, state-of-the-art PC graphics cards are
able to render highly complex scenes with an impressive quality
in terms of refresh rate, levels of detail, spatial resolution, repro-
duction of motion, and accuracy of textures.

A drawback of this approach is that typically high costs and
human assistance are required for content creation. Aiming at
photorealism, 3-D scene and object modeling is often complex
and time consuming, and it becomes even more complex if
dynamically changing scenes are considered. Furthermore, an
automatic 3-D object and scene reconstruction implies an
estimation of camera geometry, depth structures, and 3-D
shapes. With some likelihood, all these estimation processes
generate errors in the geometric model. These errors then
have an impact on the rendered images. Therefore, high-qual-
ity production of geometry model, e.g., for movies, is typically
done user assisted.

The other extreme in 3-D scene representations is called
image-based modeling and does not use any 3-D geometry at
all. In this case virtual intermediate views are generated from
available natural camera views by interpolation. The main
advantage is a potentially high quality of virtual view synthesis
avoiding any 3-D scene reconstruction. However, this benefit
has to be paid by dense sampling of the real world with a suffi-
ciently large number of natural camera view images. In
general, the synthesis quality increases with the number of
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available views. Hence, typically a large number of cameras
have to be set up to achieve high-performance rendering, and a
tremendous amount of image data needs to be processed there-
fore. Contrarily, if the number of used cameras is too low, inter-
polation and occlusion artifacts will appear in the synthesized
images, possibly affecting the quality.

Examples of image-based representations are ray space [13]
or light field [14] and panoramic configurations including con-
centric and cylindrical mosaics [15]. All these methods do not
make any use of geometry, but they either have to cope with an
enormous complexity in terms of data acquisition or they exe-
cute simplifications restricting the level of interactivity.

In between the two extremes there exists a number of meth-
ods that make more or less use of both approaches and combine
the advantages in some way. For instance, a Lumigraph [16] uses
a similar representation as a light-field but adds a rough 3-D
model. This provides information on the depth structure of the
scene and therefore allows for reducing the number of necessary
natural camera views. Other representations do not use explicit 3-
D models but depth or disparity maps. Such maps assign a depth
value to each sample of an image. Together with the original two-
dimensional (2-D) image the depth map builds a 3-D-like repre-
sentation, often called 2.5-D [17]. This can be extended to layered
depth images [18], where multiple color and depth values are
stored in consecutively ordered depth layers. A different extension
is to use multiview video plus depth, where multiple depth maps
are assigned to the multiple color images [19], [20]. Closer to the
geometry-based end of the spectrum, methods are reported that
use view-dependent geometry and/or view dependent texture [21].
Surface light fields combine the idea of light fields with an explicit
3-D model [22]. Instead of explicit 3-D mesh models also point-
based representations or 3-D video fragments can be used [23].

More details can be found in survey papers [24], [25] and spe-
cial issue articles [1], [2].

CAPTURING AND RENDERING

CAPTURING SYSTEM

STATIC SCENES
Capturing multiple views of a static scene is relatively simple
because only a single camera is needed. One can move the cam-
era along a certain predetermined path to take multiple images
of the scene. Novel views can then be synthesized from the cap-
tured images, with or without the scene geometry. Note the cam-
era position/geometry is assumed to be known, hence rendering
with multiview imaging is not truly “geometry free.”

The camera geometry can be established in two ways. First,
one can use a robotic arm, or a similar mechanism to control the
movement of the camera. For instance, a camera gantry is used in
[14] to capture light field, which assumes that the camera loca-
tions form a uniform grid on a 2-D plane. In concentric mosaics
[15], a camera is mounted on the tip of a rotating arm, which cap-
tures a series of images whose centers of projection are along a
circle. Turn table has been widely used in literature for capturing

inner-looking images for the purpose of geometry reconstruction,
which certainly falls into the general concept of multiview imag-
ing. The second approach to obtain camera geometry is through
calibration. In the work Lumigraph [16], the authors used a hand-
held camera to capture the scene. The scene contains three planar
patterns, which are used for camera calibration. In [22], a camera
attached to a spherical gantry arm is used to capture images
roughly evenly over the sphere. Calibration is still performed to
register the camera locations to the scene geometry obtained
through range scan. When the scene itself contains a lot of inter-
est points, it is possible to extract and match feature points direct-
ly for camera calibration (known as structure from motion in
computer vision), such as the work in [26]. 

DYNAMIC SCENES
When the scene is dynamic, an array of cameras is needed.
Most existing camera arrays contain a set of static cameras;
hence the camera geometry can be pre-calibrated before scene
capture. One exception is the self-reconfigurable camera array
developed in [27], which has 48 cameras mounted on robotic
servos. These cameras move during capturing to acquire better
images for rendering. As a result, they have to be calibrated
on-the-fly using a calibration pattern in the scene.

Capturing dynamic scenes with multiple cameras has a
number of challenges. For instance, the cameras need to be
synchronized if correspondence between images will be
explored in the rendering stage. The amount of data captured
by a camera array is often huge, and it is necessary to write
these data into storage devices as fast as possible. Color cali-
bration is another issue that needs to be addressed in order to
render seamless synthetic views.

When the number of cameras in the array is small, synchro-
nization between cameras is often simple. A series of 1394
FireWire cameras can be daisy chained to capture multiple
videos, and the synchronization of exposure start of all the cam-
eras are guaranteed on the same 1394 bus. Alternatively, the
cameras’ exposure can be synchronized using a common exter-
nal trigger. This is a very widely used configuration and can
scale up to large camera arrays [20], [28]–[31]. In the worst
case, where the cameras in the system cannot be genlocked [27],
[32], camera synchronization can still be roughly achieved by
pulling images from the cameras at a common pace from the
computer. Slightly unsynchronized images may cause artifacts
in scene geometry reconstruction for rapid-moving objects, but
the rendering results may still be acceptable since human eyes
are not very sensitive about details in moving objects. 

When multiple videos are recorded simultaneously, the
amount of data that needs to be stored/processed is huge. Most
existing systems employ multiple computers to record and
process the data from the cameras. The Stanford multicamera
array [29] used a modular embedded design based on the
IEEE1394 high speed serial bus, with an image sensor and
MPEG2 compression at each node. Since video compression is
performed on the fly, the system is capable of recording a syn-
chronized video data set from over 100 cameras to a hard disk



array using as few as one PC per 50 image sensors. The work in
[32] introduced an interesting concept called distributed light
field camera. Multiple computers are used to serve the data to
the renderer upon request. Ideally, these computers can be inte-
grated with the cameras, so that each camera can serve a few
random light rays (pixels) when they are needed for rendering.
This design minimizes the bandwidth required between the
cameras and renderers, which is critical when hundreds of cam-
eras are employed. 

For low-cost camera arrays, it is difficult to guarantee that all
cameras have the same color when capturing the same object.
Color inconsistency across cameras may cause incorrect view-
dependent color variation during rendering. The color calibra-
tion issue was rarely studied in literature. In [33], Joshi et al.
proposed an iterative scheme to calibrate the sensors to match
each other rather than a common standard. This yields better
color consistency between cameras, which is more suitable for
multiview imaging applications. 

SCENE GEOMETRY
The geometry of the scene is usually very useful during the ren-
dering of 3DTV or FTV. In this section we briefly review a few
mechanisms that can be used to obtain the scene geometry
directly instead of deriving from images. 

One well-known depth discovery technique is based on trian-
gulation. A laser stripe is scanned across the scene, which is cap-
tured by a camera positioned at a distance from the laser pointer.
The range of the scene is then determined by the focal length of
the camera, the distance between the camera and the laser point-
er, and the observed stripe position in the captured image. Due to

the limited sweeping speed of the stripe lights, this method is
often used to capture the geometry of static scenes. Recent
improvements in the triangulation method can use multiple
stripe patterns to recover scene depth with one single image.
However, its application in 3DTV or FTV is still limited because
the stripe pattern may change the scene color/texture when
images are simultaneously captured for rendering. 

For dynamic scenes, most commercially available 3-D cam-
eras are based on the time-of-flight principle. Laser beams
(often in the infrared spectrum) are emitted to the scene, and
the reflections are collected by the device to measure the time
of flight. Broadly speaking, time-of-flight range sensors can be
divided into two main categories: pulsed wave and continuous
modulated wave. Pulsed-wave sensors measure the time of
delay directly, while continuous modulated-wave sensors
measure the phase shift between the emitted and received
laser beams to determine the scene depth. One example of
pulsed wave sensors is the 3-D terrestrial laser scanner sys-
tems manufactured by Riegl (http://www.riegl.com/).
Continuous modulated wave sensors include SwissRanger
(http://www.swissranger.ch/) and ZCam Depth Camera from
3DV Systems (http://www.3dvsystems.com/). 

IMAGE-BASED RENDERING

LIGHT FIELD REPRESENTATION AND RENDERING
Imagine that it is possible to record all light rays traveling from an
object’s surface to arbitrary observer positions. In this case, we
could create correct novel views from various perspectives simply
by selecting the necessary light rays from the recorded rays. This is

obvious; however this concept has brought us a new para-
digm, called image-based rendering (IBR), and IBR
research has attracted much attention since the early
1990s. The main reason is that it allows photo-realistic
rendering with a much lighter computation load, inde-
pendent of the scene complexity. The history of this con-
cept is briefly described in [34].

The plenoptic function [35] was introduced to describe
these light rays in seven dimensions (7-D), using the
parameters of 3-D position, 2-D direction, wave-length
(color) and time. Consider the case of fixed color compo-
nent and time, it reduces to a five-dimensional function.
Furthermore, since it can be assumed that light intensity
remains constant along its trajectory, an arbitrary light ray
can be described with a 4-D plenoptic function. This repre-
sentation of light rays is called ray space [13] or light field
[14], which is the most useful and practical representa-
tion. The light field is usually acquired with a 2-D planer
array of cameras (Figure 3). In this case, each light ray can
be parameterized by the 2-D camera position and the 2-D
pixel position. If we have light field data densely sampled
on a plane, we can generate a novel view correctly by
selecting (resampling) the necessary light rays. Various
dimensionally reduced versions of the plenoptic function
have been surveyed in [24], [25], and [2].[FIG3] Light field capturing and rendering.
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We can consider this capturing problem in IBR as a sampling
problem of the plenoptic function for the object. The goal is to
sample the plenoptic function densely enough to reconstruct the
original continuous plenoptic function through resampling the
sampled function. Sampling theory provides us with an answer
as to how densely we need to capture the light field. Shum et al.
[36] applied this theory to the light field and theoretically derived
the minimum camera spacing density and the interpolation fil-
ter. Although it has been possible to build a camera array system
with more than 100 cameras, it is unfortunately impossible to
space cameras densely enough for most practical applications,
due to camera size. Instead of using multiple cameras, it is also
possible to acquire a much denser light field through the use of
an array of micro lenses and a single camera; however the range
of viewing positions and directions is much more limited. It is
possible to acquire light fields densely and correctly for static
scenes by moving a hand-held video camera, however the camera
position must be precisely obtained.

VIEW INTERPOLATION FROM
SPARSELY SAMPLED LIGHT FIELD
As mentioned above, equipment is not yet developed for practi-
cal applications that can acquire light fields or the plenoptic
function with the required density. For novel view generation
using light fields sampled with insufficient density, we need to
interpolate the missing light rays. The intensity of the desired
missing ray is computed by blending a small number (typically
four) of acquired rays. Here, we take the average (i.e., the mean
value) of the acquired rays in the blending process. The problem
is that of which rays should be used for this average. If the depth
of the missing ray is known, then we can easily
select and use the rays corresponding to this depth.
Hence, we need to estimate the depth beforehand.

One of the most widely used and effective
process of depth estimation in an image-based
approach is color consistency among rays. Figure 4
shows the basic concept of depth estimation using
color consistency, called the plane-sweeping algo-
rithm [37]. Multiple hypothetical depths are set in
the scene; let the number of depths be N and each
depth be di(i = 1, . . . , N ). The corresponding light
rays at the intersection point of the missing rays
and the hypothetical plane at di are selected, and
the mean (μi) and variance (σi) of their color val-
ues are computed. The simplest definition of the
color consistency is the inverse of the variance. The
estimated depth chosen is the depth that gives the
highest color consistency (i.e., the minimum vari-
ance). Based on this estimated depth, the color
intensity of the missing ray, L, is computed as 

L = μarg min{σi}. (1)

The advantage of this plane-sweeping approach is
that it is very simple and does not need to explicitly

solve a computationally expensive feature-correspondence problem.
Problems arise however in correctly estimating the depth for tex-
tureless regions, and an incorrect depth creates visible artifacts
such as noise.

Our goal is not necessarily to estimate the depth but to
generate the missing ray. Instead of identifying the depth
uniquely, a novel concept of estimating the probability of each
hypothetical depth being the actual depth was proposed in
[38]. This effectively handles the depth ambiguity of texture-
less regions. The simplest approach to doing this is to assume
that the probability Pi of di being the actual depth is inversely
proportional to the color variation σi (i.e., proportional to the
color consistency), which we define as

Pi = 1/σi∑N
i=1(1/σi)

. (2)

It can be intuitively understood that Pi has a peak at the actual
depth for textured regions, which means the depth can be esti-
mated correctly to be the depth that gives the highest probabili-
ty; for textureless regions, Pi has almost constant values over the
depths and hence the depth cannot be determined uniquely. The
color value L of the missing rays is computed as a weighted aver-
age of the mean color values with the corresponding probability

L =
N∑

i =1

Piμi . (3)

This works better even for the textureless regions and
noisy light field data than the conventional depth estimation
based method.

[FIG4] Interpolation of missing light ray from sparsely sampled light field.
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The above method, using Pi as a coefficient, fuses color mean
values μi into the missing color value L. Since Pi depends upon
the scene and needs to be computed for every frame for dynamic
scenes. A different fusion method was presented in [39] that
does not need to estimate any scene information, although it
requires a denser camera arrangement than the depth-probabili-
ty method above. Assuming texture si exists on each hypotheti-
cal plane, this method models the missing color value L as the
sum of the textures

L =
N∑

i =1

si. (4)

The mean color value μi is modeled as a linear combination of
the assumed textures with blending artifacts:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

μ1 = s1 + h12(s2) + h13(s3)

+ · · · + h1N(sN)

μ2 = h21(s1) + s2 + h23(s3)

+ · · · + h2N(sN)
...

μN = hN1(s1) + · · ·
+ hNN−1(sN−1) + sN.

(5)

The function hij(·) denotes a point spread function (PSF)
that causes blending artifacts on the j th textures
sj( j = 1, 2, . . . , N ). All PSFs are spatially varying filters but can
be simply determined in such a way that we assume a point light
source at depth dj and compute the mean value μi on different
depth di. The resulting mean value is the filter hij(·). This com-
putation can be done beforehand, independent of the scene. This
simultaneous equation for the textures is iteratively solved
using the Gauss-Seidel method starting from arbitrary initial
solutions. Solving this simultaneous equation is ill conditioned
and scene textures cannot be obtained correctly; the obtained
each texture contains blurry textures that are supposed to exist
at other depths. The sum of these solutions however provides a
good approximation to the missing ray L.

These image-fusion approaches are effective for scenes
that consist of a nonoccluded surface possessing the
Lambertian property (reflected light intensity is constant for
every direction). Various IBR approaches for general scenes
is reviewed in [1].

MODEL-BASED RENDERING

MODEL-BASED FTV ACQUISITION
In many FTV scenarios, the object that is being recorded is
known in advance. Suitably implemented, such a priori know-
ledge can be used to bias the scene reconstruction outcome
towards plausible results only. Of course, a suitable model of
the recorded object(s) must be available. A model also enables
enforcing low-level as well as high-level constraints about the
object’s motion, from temporally coherent movement to anato-

my-consistent motion. Another advantage of model-based FTV
is that a priori model geometry can be highly detailed, which
facilitates high-quality rendering results and circumvents ren-
dering inaccuracies due to poorly resolved geometry. In gener-
al, model-based FTV methods are able to achieve more robust
and authentic rendering results than methods ignorant of
recorded scene content.

While for motion capture purposes, it is sufficient to recover
model animation parameters, FTV imposes the additional
demand that the resulting model must be able to produce con-
vincing rendering results. The challenge in model-based FTV
therefore is how to automatically, robustly, and visually consis-
tently match a parameterized 3-D geometry model to recorded
image content.

One model-based FTV method that is suitable for synchro-
nized multiview video footage consists of matching model to
object silhouettes based on an analysis-by-synthesis approach
[28], as shown in Figure 5. The object’s silhouettes, as seen
from the different camera viewpoints, are used to match the
model to the recorded video images: The foreground in all
video images is segmented and binarized. At the same time,
the 3-D object model is rendered from all camera viewpoints
using conventional graphic hardware, after which the ren-
dered images are thresholded to yield binary masks of the
model’s silhouettes. Then, the rendered model silhouettes are
compared to the corresponding image silhouettes: as compar-
ison measure, or matching score, the number of silhouette
pixels is used that do not overlap when putting the rendered
silhouette on top of the recorded silhouette. Conveniently, the
logical exclusive-or (XOR) operation between the rendered
image and the recorded image yields those silhouette pixels
that are not overlapping. By summing over the nonoverlap-
ping pixels for all images, the matching score is obtained.
This matching score can be evaluated very efficiently on con-
temporary graphics hardware. To adapt model parameter val-
ues such that the matching score becomes minimal, a
standard numerical nonlinear optimization algorithm, e.g.
the Powell optimization method [40], runs on the CPU. For
each new set of model parameter values, the optimization
routine evokes the matching score evaluation routine on the
graphics card which can be evaluated many hundred times
per second. After convergence, object texture can be addition-
ally exploited for pose refinement [41].

One advantage of model-based analysis is the low-dimension-
al parameter space when compared to general reconstruction
methods (Figure 6): The parameterized 3-D model may provide
only a few dozen degrees of freedom that need to be determined,
which greatly reduces the number of potential local minima.
Many high-level constraints are already implicitly incorporated
into the model, such as kinematic capabilities. Additional con-
straints can be easily enforced by making sure that all parameter
values stay within their anatomically plausible range during
optimization. Finally, temporal coherence is straightforwardly
maintained by allowing only some maximal rate of change in
parameter value from one time step to the next.
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RENDERING FROM ARTICULATED 
3-D GEOMETRY MODELS
After model-based motion capture, a high-quality 3-D geometry
model is available that closely, but not exactly, matches the
dynamic object in the scene. For photorealistic rendering
results, the original video footage must be applied as texture to
the model. By making efficient use of multivideo footage, time-
varying cloth folds and creases, shadows, and facial expressions
can be faithfully reproduced to lend a very natural, dynamic
appearance to the rendered object.
Projective texture mapping is a well-
known technique to apply images as tex-
ture to triangle-mesh models. To achieve
optimal rendering quality, however, it is
necessary to process the video textures
offline prior to real-time rendering [28]:
local visibility must be considered correct-
ly to avoid any rendering artifacts due to
the inevitable small differences between
model geometry and the true 3-D object
surface. Also, the video images, which are
taken from different viewpoints, must be
blended appropriately to achieve the
impression of one consistent object sur-
face texture.

Because model geometry is not exact,
the reference image silhouettes do not cor-
respond exactly to rendered model silhou-
ettes. When projecting the reference images
onto the model, texture belonging to some
frontal body segment potentially leaks onto
other segments farther back [Figure 7(a)].

To avoid such artifacts, each reference view’s penumbral region
must be excluded during texturing. To determine the penum-
bral region of a camera, vertices of zero visibility are determined
not only from the camera’s actual position but also from a few
slightly displaced virtual camera positions [Figure 7(b)]. For
each reference view, each vertex is checked whether it is visible
from all camera positions, actual as well as virtual. A triangle is
projectively textured using a reference image only if all of its
three vertices are completely visible from that camera.

[FIG6] From only eight video cameras spaced all around the scene, model-based FTV can
fully automatically capture the complex motion of a jazz dancer.

[FIG5] Analysis-by-synthesis: To match the geometry model to the multiview video footage, the foreground object is segmented and
binarized, and the 3-D model is rendered from all camera viewpoints. The boolean XOR operation is executed between the reference
images and the corresponding model renderings. The number of nonoverlapping pixels serves as matching score. VIe numerical
optimization, model parameter values are varied until the matching score is minimal.
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Most surface areas of the model are seen from more than one
camera. If the model geometry corresponded exactly to that of
the recorded object, all camera views could be weighted accord-
ing to their proximity to the desired viewing direction and
blended without loss of detail. However, model geometry has
been adapted to the recorded person by optimizing only a com-
paratively small number of free parameters. The model is also
composed of rigid body elements which is clearly an approxima-
tion whose validity varies, e.g., with the person’s apparel. In
summary, the available model surface can be expected to locally
deviate from true object geometry. Accordingly, projectively tex-
turing the model by simply blending multiple reference images
causes blurred rendering results, and model texture varies dis-
continuously when the viewpoint is moving. Instead, by taking
into account triangle orientation with respect to camera direc-
tion, high-quality rendering results can still be obtained for pre-
dominantly diffuse surfaces [28].

After uploading the 3-D model mesh and video cameras’ pro-
jection matrices to the graphics card, the animated model is ready
to be interactively rendered. During rendering, the multiview
imagery, predetermined model pose parameter values, visibility
information, and blending coefficients must be continuously

uploaded, while the view-dependent texture weights are comput-
ed on the fly on the GPU. Easily achieving real-time rendering
frame rates, views of the object from arbitrary perspective are pos-
sible, as well as freeze-and-rotate shots, fly-around sequences,
close-ups, slow motion, fast forward, or reverse play (Figure 8).
More detail can be given in [3] in this issue.

CODING
Three-dimensional scene representation formats integrate vari-
ous types of data, such as multiview video, and geometry data in
form of depth or 3-D meshes. In general, these results in a
tremendous amount of data that needs to be transmitted or
stored. Therefore, efficient compression is a key condition for
the success of such applications. Further, the availability of open
international standards is in general an important enabling fac-
tor for the development of markets in the media business.
ISO/IEC JTC 1/SC 29/WG 11 (Moving Picture Experts Group—
MPEG) is one of the international standardization bodies that
play an important role in digital media standardization [42].

The compression of 3-D data has recently received a lot of
attention in research and development. Technology has reached
a good level of maturation, however, since the field is still very

young compared for instance to classical
2-D video coding, there is still a lot of
room for improvement and optimization.
The area of 3-D compression may be cate-
gorized into 3-D meshes and pixel-type
data, such as multiview images, video and
depth or disparity. Associated data such as
external and internal camera parameters
defining the 3-D space and 2-D–3-D rela-
tions need to be considered in addition.

Three-dimensional mesh compression
can be divided into static and dynamic.
Static 3-D mesh compression has been
studied extensively. Efficient algorithms
are available; some providing extended
functionality such as progressive decoding.
Dynamic 3-D meshes describe moving
objects and change over time. This is more

interesting for multiview video and 3DTV applica-
tions as studied in this special issue. This
research area has gained significant attention
recently and various algorithms have been pro-
posed. More details can be found in [43] and [4].

Multiview video coding (MVC) has also gained
significant attention recently. Numerous papers
have been published and significant progress has
been made. Multiview video shows the same 3-D
scene from different viewpoint, resulting in a
tremendous amount of raw video data. However,
the different camera signals contain a large
amount of statistical dependencies. The key for
efficient MVC lies in exploitation of these inter-
view redundancies in addition to temporal

[FIG8] Model-based FTV: The user can freely move around the dynamic object at 
real-time rendering frame rates.

[FIG7] Penumbral region determination: (a) Small differences between object silhouette
and model outline can cause texture of frontal model segments to leak onto segments
farther back. (b) By projecting each reference image onto the model also from slightly
displaced camera positions, regions of dubious visibility are determined. These are
excluded from texturing by the respective reference image. ((a) reprinted from [28]
©2003 ACM).

(a) (b)
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redundancies [44]. An example for such a prediction structure
is shown in Figure 9. Results indicate that such specific MVC
may provide the same video quality at half the bitrate compared
to independent encoding of all camera signals. More details can
be found in [43],  [4], and [5].

As mentioned above 3-D geometry can also be represented
by per-pixel depth data associated with the color video as illus-
trated in Figure 10. Depth needs to be clipped in between 2
extremes Znear and Zfar and the range in between is most often
scaled nonlinearly. Quantization with 8 b is often sufficient
(however, e.g. not for large depth outdoor scenes) resulting in a
grayscale image as shown in Figure 10. Three-dimensional
points close to the camera have large Z values and distant
points have small Z values in this formulation. Then, consecu-
tive depth maps can be regarded as a monochromatic video sig-
nal and encoded with any available video coded. Investigations
have shown that such data can be encoded very efficiently, e.g.
at 5–10% of the bit rate that is needed to encode the associated
color video at a good quality [17]. This means that the exten-
sion from 2-D video to 3-D video comes at a very limited over-
head. However, this is only true for a limited navigation range,
i.e., rendered virtual views are close to the original camera
position. In the case of extended navigation, artifacts of depth
compression can lead to very annoying artifacts in rendered
views especially along physical object bor-
der that result in depth discontinuities
[45]. Therefore, efficient edge preserving
compression of depth data needs to be
investigated in the future. More details
can be found in [43], [4], and  [5].

In conclusion, various 3-D scene repre-
sentation formats enabling different types
of 3DTV and multiview video systems and
applications are available and under further
study. Efficient compression algorithms for
the different types of data involved are
available; however, there is still room for
further research. MPEG is continuously
working on developing and updating stan-
dards for these representations along with
associated compression to provide the basis
for development of mass markets in media
business. For instance, a dedicated stan-
dard for MVC (extension of H.264/AVC, i.e.,
MPEG-4 Part 10 Amendment 4) is current-
ly under development and scheduled to be
available in early 2008 [46].

3-D DISPLAY
As explained earlier, 3DTV implies depth
perception of the observed scenery instead
of a flat 2-D image. This has been investi-
gated over decades. A conventional stereo
video system exploits the human visual
perception to create the depth impression.

The basic principle is to present two images of the observed
scenery to the user that correspond to the two views of the eyes.
From this, the human brain generates the depth perception.
The technical challenge is to display these two images while
ensuring that each eye only sees one of them. A well-known
approach is to overlay two differently colored images in an
anaglyph representation and to use glasses with color filters
(e.g., red-green or red-cyan glasses). However, the visual quality
of such systems is quite limited due to unnatural colors. More
advanced systems use temporal interleaving of the left and right
eye view with synchronized shutter glasses or polarization pro-
jection with polarizing glasses.

Such 3-D display systems have gained significance in niche
markets and have already become practical for various applica-
tions such as 3-D cinemas (e.g., IMAX theatres), PC gaming,
professional and scientific visualization, etc., raising user
awareness of 3-D technologies as well as content creation.
Important content providers see a market for 3-D movies;
existing 2-D material is being converted to 3-D. Hollywood
animation movies are released in 2-D and 3-D simultaneously
already. Some program production companies in Japan regu-
larly create stereo video content for business purposes. Three-
dimensional clips and images are populating the internet.
Basically every 3-D computer game can be enjoyed with 3-D

[FIG9] Multiview video coding structure combining inter-view and temporal prediction.
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[FIG10] Video plus depth data representation format consisting of regular 2-D color
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perception with very limited hardware costs to upgrade any
common end-user PC.

However, conventional stereo video systems require wearing
specific glasses, which is among other reasons considered to be
the main obstacle for development of wide 3DTV user markets.
A living room environment requires new concepts for 3-D dis-
plays, for watching TV with family and friends. So-called auto-
stereoscopic displays may overcome this situation in the very
near future. Such displays provide 3-D depth perception with-
out the necessity of wearing glasses. Technology is based on
lenticular screens or parallax barrier systems and is already
quite advanced. Displays are on the market, so far mainly for
professional customers, but some manufacturers plan introduc-
ing them to broad end-user markets in the near future.
Backward compatible concepts for introduction of 3DTV via
broadcast or DVD are developed. 

The multiview display principle has been used to construct
auto-stereoscopic displays. With this approach, parallax images,
which are perspective projections of three-dimensional objects,
are displayed to converge to the corresponding view points.
Signal processing for multiview 3-D displays is reviewed in the
special issue paper [7].

More recently, the directional display technique has come to
be used. With this technique, directional images, which are
orthographic projections of objects, are displayed with nearly
parallel rays [47]. The directional display technique provides
more natural motion parallax than the multiview technique.
The 3-D impression becomes free from the visual fatigue effect
caused by the accommodation-convergence conflict.

However, these systems still rely on a fake of the human
visual system. Real 3-D images can be generated by even more
advanced approaches such as volumetric or holographic dis-
plays, which will most probably provide us with real 3-D sensa-
tion in the mid term future. So far such systems are under
development and not yet mature enough. A detailed overview of
3-D display technology can be found in [8].
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