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Abstract

The choice of the transmission power levels adopted in
Wireless Sensor Networks (WSNs) is critical to determine
the performance of the network itself in terms of energy ef-
ficiency, connectivity and spatial reuse, since it has direct
impact on the physical network topology.

In this paper, a cooperative, lightweight and fully distrib-
uted approach is introduced to adaptively tune the trans-
mission power of sensors in order to match local connec-
tivity constraints. To accurately evaluate the topology con-
trol solution, a small-scale testbed based on MicaZ sensor
nodes is deployed in indoor and outdoor scenarios. Practi-
cal measures on local connectivity, multi-hop connectivity,
convergence time and emitted power are used to compare
the proposed approach against previously proposed ones.
Moreover, a simulation analysis complements the experi-
mental one in large-scale WSN scenarios, where a testbed
implementation becomes unfeasible.

1 Introduction

Wireless Sensor Networks (WSNs) are increasingly
emerging as a viable solution to support several types of ap-
plications ranging from environmental and building mon-
itoring to object tracking and exploration of remote areas
through mobile robots [3]. The wireless connectivity and
the compact sensors’ size make WSNs suitable even in
harsh environments, where human support and control are
limited.

However, to fully unleash the potential of the WSN tech-
nology, large effort must be put forth by researchers and
practitioners to devise energy-aware solutions preserving
battery power. In particular, network topology has huge im-

pact on efficiency: at the MAC layer, the more connected is
the network the higher is the collision probability, whereas
the routing layer requires high connectivity degrees to set
up effective routes. Hence, the design of effective distrib-
uted topology control protocols for WSN is a crucial issue
which might determine the success of sensor network tech-
nology itself. Given the peculiarity of the WSN domain,
topology control protocols must be fully or partially distrib-
uted and highly flexible and adaptive to cope with high net-
work variability due to node mobility, wireless link quality
fluctuation, or activity cycling.

In this paper we are interested in topology control as a
way to determining the sensors’degree K, i.e. the number
of neighbors directly connected to a given sensor through a
bidirectional wireless link. Existing work [4, 17] proves that
an optimal value of K does exist and should be maintained
during the entire life of the system to ensure global network
connectivity properties [12].

Traditional approaches for ad hoc and sensor networks,
e.g., [8, 10, 13, 15, 18], let each node arbitrarily increase
its transmission power until K neighbors are heard, possi-
bly resorting to the maximum power whenever the threshold
is not met. Other solutions [9, 12], instead, define the local
connectivity target as a interval of feasible degrees, i.e., re-
quiring that the degree K of each node fulfill the condition
Kmin ≤ K ≤ Kmax. In [7] the authors introduce a mecha-
nism based on explicit notification of non-connected nodes
whereas in [5] is addressed the problem of designing fault
tolerant topologies in WSNs for data collection by provid-
ing redundant multi-hop links towards the collecting sink.

A major drawback of the aforementioned pieces of work
as well as the vast majority of solutions available in liter-
ature is that their evaluation relies either on simulation or
mathematical analysis, only. Hence, it is difficult to assess
the real feasibility of these solutions to real network scenar-
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ios, where many of the assumptions made during the analy-
sis may not hold true any longer. Even though much work
has been done on the implementation of real-life testbed for
WSNs, to the best of our knowledge, very few papers have
appeared on experimental studies of topology (and power)
control solutions for sensor networks, with the notably ex-
ceptions provided by [6] and [10]. In the former, a dis-
tributed power control scheme is proposed and evaluated in
real-life networks, with the purpose to maintain the quality
of wireless links among sensors above a given threshold.
The latter studies on real WSNs implementations the prob-
lems of synchronization and routing topology construction
for in-building applications.

In this paper, we designed a novel protocol for topol-
ogy control in WSNs which leverages the concepts of co-
operation among sensors through the periodical exchange
of neighborhood list. To demonstrate the suitability of our
approach to real scenarios, we developed a comprehen-
sive small-scale experimental testbed of indoor and outdoor
WSNs based on the popular MicaZ motes. We exploited the
testbed to compare the performance of our topology control
solution against those of other approaches. Then, we val-
idated the testbed results against simulation, highlighting
the impact of common assumptions and, finally, we com-
plemented our analysis through simulations in large-scale
WSNs.

To summarize, the contribution of the current paper is
therefore twofold: first, we illustrate a cooperative approach
to provide effective topology control in WSNs by means of
controlling the transmission power (Section 2). Second, we
report on our extensive evaluation, both in a small scale real
testbed (Section 3) and in a simulated large-scale scenario
(Section 4), illustrating the pitfall of available solutions and
demonstrating the suitability of the proposed approach for
the scenario we target. Finally, Section 5 ends the paper
with brief concluding remarks.

2 Protocol Description

In this section, we illustrate our approach for distributed
topology control in WSNs, by means of a reference exam-
ple. We start off by describing the basic elements and then
we refine the description to account for the peculiarity of
WSNs.

2.1 Topology Control Basics

The protocol we present is composed of two distinct
phases: the Neighbor Discovery and the Topology Up-
date. Both are performed periodically to react to arbitrary
changes in topology as induced by node failures. Since
the protocol is designed to be extremely lightweight and
focuses on large-scale and dynamic environments, we do

not require any form of synchronization among nodes that
would require additional overhead. Hence, we do not make
any assumption on how discovery and update phases are
scheduled on different nodes. We just impose that the inter-
val between two subsequent update phases is fixed and it is
chosen in a way to guarantee that all beacons from poten-
tial neighbors have been received. Randomization may be
exploited to determine the instant to broadcast beacon (be-
tween two update phases) in order to reduce the likelihood
that beacons from different nodes collide.

In the protocol description, we will adopt the assump-
tion that the transmission range of a given communication
can be estimated by each node knowing the transmission
power level, the reception threshold power and the propa-
gation model. This allows us to use only for description
purposes the concept of transmission range. We then com-
ment on practical implementation issues in Section 3.

Neighbors Discovery As mentioned in Section 1, tradi-
tional approaches [11] for topology control in ad hoc net-
works resort to maximum power transmissions during the
discovery phase to detect all the nodes potentially reach-
able. Once this information is acquired, each node tunes its
transmission range (or power) to achieve the desired neigh-
bor degree. We argue that this solution is detrimental in
that it wastes precious energy resource and it may also lead
to non-optimal solutions since transmitting at maximum
power is likely to create interference among node transmis-
sions thus preventing some nodes to correctly receive pack-
ets from other nodes. This issue is particularly critical in
WSNs, where transmitting at maximum power might dis-
solve the benefits in terms of energy saving coming from
the topology control scheme adopted.

Our protocol, instead, takes a different approach: each
node starts transmitting at low power and incrementally in-
creases until K neighbors are contacted. To this end, each
node periodically broadcasts a beacon message containing
its ID, the list of its current neighbors1 N and the transmis-
sion range ρ (or the transmission power level) used. For
instance, considering a generic node s, its beacon message
βs will have the following structure 〈s,Ns, ρs〉.

When a node r overhears βs, it saves the ID of the sender
s together with its relative distance δs−r. This information
can be estimated at the receiver by considering the ratio
between the transmitting power at the sender site and the
power computed at the receiver site, relying on the relation
between the power attenuation and the distance. For wire-
less links, a signal transmitted with power Pt over a link
with distance d gets attenuated and is received with power

1Two nodes are considered neighbors if and only if their relative dis-
tance is less than their transmission ranges.



Pr ∝ Pt

dα
with α ≥ 2

where α is a constant that depends on the propagation
medium2, as illustrated in Section 3.

If δs−r is smaller than the transmission range used by r,
ρr, s is included in Nr. Otherwise, s cannot be considered
neighbor because the link is not symmetric (s cannot hear
beacons from r because ρr < δs−r).

Topology Update During the topology update phase,
each node computes how many neighbors it has collected
during the discovery phase. If they are less than K, it in-
creases the transmission range by a factor ρinc defined as
protocol parameter.

Otherwise, if the number of neighbors is equal or greater
than K, the transmission power is regulated to cover at most
the distance of the Kth neighbor3. This way, a node is free
to adaptively tune its range to cover exactly K neighbors.

2.2 Cooperation in the Topology Control
Protocol

The protocol just described is indeed successful in main-
taining the desired neighbor degree on each node and it
enables saving a large amount of energy if compared with
protocols without topology control [9]. Nevertheless, it still
shows some drawbacks that may negatively impact the over-
all performance. This undesired behavior is depicted in
Figure 1(a). There are three nodes, namely A, B and C,
which have already reached the desired local connectivity
(K = 2 in this case). However, there exists a further node
D which instead needs to find K neighbors. Unfortunately,
regardless how long its transmission range is, it is unable to
connect to any node, since all other nodes have already K
neighbors and are therefore unwilling to extend their range
to include D. According to the protocol just described, D
would end up in transmitting at maximum power, thus con-
suming high power and creating significant interference to
other communications.

A common solution found in literature [12] consists in
specifying low and high bounds for node degree (Kmin =
K and Kmax > K). Throughout the paper, we will refer
to this solution as to MINMAX approach. MINMAX ap-
proach actually solves the problem but at the expense of an
increased average number of neighbors (and, consequently,
of the transmitting power used). Indeed, this mechanism
does not distinguish among nodes that do need a connec-
tion (critical nodes in our terminology) and nodes which do

2α is typically around 2 in free space and around 4 for indoor environ-
ments.

3Here, of course, we do not account for the error introduced by esti-
mation protocol. In a real deployment, we would add ε to the Kth node
distance to tolerate it.

not have this requirement. This is clarified in Figure 1(b), in
which both A and B decide to increase their range to con-
nect with D, whereas only one additional neighbor (beside
C) is needed by D.

In [7], the authors propose a cooperative approach to
overcome this issue. Whenever a node is below the de-
sired local connectivity, it explicitly signals it to surround-
ing nodes through a special help packet. It then uses a
satisfy packet to notify neighbors whenever a node is
no longer critical. We will call this mechanism EXPLICIT .
Even if a node has more bi-directional links than needed, it
may increase its transmission power to help critical neigh-
bors.

Beside the additional overhead required, this solution
suffers from oscillation behavior. Indeed, in the example in
Figure 1, A and B would first increase their range to reach
D since it has sent a help packet. However, later D would
send a satisfy packet and hence A and B would reduce
their power, since they have more than K = 2 neighbors.
This would lead to an oscillating behavior moving from sit-
uations depicted in Figure 1(a) and Figure 1(b). This is-
sue was also confirmed by our experimental and simulation
analysis, as detailed in Section 3.3

To avoid this behavior, our protocol leverages the neigh-
bor list provided by each node in its beacons. During the
discovery phase, when a node r receives a beacon from s,
it computes the size of s’s neighborhood (Ns) and if it is
lower than K, s is marked as critical. In the update phase,
critical nodes are included as neighbors and transmission
range is modified accordingly. Since cooperation is based
on the content of the neighborhood lists, we will refer to our
solution as to LIST BASED .

As pointed out above, it may occur that two or more
nodes decide to accept a critical node as neighbor when,
instead, for instance only one would suffice. Nevertheless,
this does not represent an issue: during the next discov-
ery phase the critical node will receive beacons from these
nodes and will decide which one is more convenient (i.e. the
closest). This way, in the subsequent discovery phase the
critical node will broadcast its new neighbor list, contain-
ing the neighbors ordered from the closest to the farthest.
Consequently, all other nodes can realize that they are not
needed and can reduce their range. To avoid oscillatory be-
havior, we mark a node as critical for two subsequent dis-
covery phases. In such a way, the critical node can receive
the beacon from the cooperating node and can perform its
choice (if there are more cooperating nodes than needed) in
the next phase.

In our example, both A and B would decide to extend
their range to reach D. However in the next phase D will
beacon its neighbor list (ND =< C,A,B >), enabling
other nodes to detect whether they could reduce their range.
In this case, only B is allowed to decrease its power, as it



(a) (b) (c) (d)

Figure 1. Operation of the topology control algorithm: a simple example (K = 2). Values on edges
represent distances while the number on each node shows the node’s transmission range.

is the third D’s neighbor whereas the critical threshold is
K = 2. C and A, instead, cannot reduce their transmission
ranges since they are essential to provide connectivity to D.

Our topology control protocol is also able to cope seam-
lessly with node failures. Indeed, during the discovery
phase each node receives beacons from its neighbors and
in the subsequent update phase it adjusts its range accord-
ing to the data collected in the previous phase. With refer-
ence to our example, suppose that C crashes (e.g., because
it runs out of battery) yielding to the situation sketched in
Figure 1(d). B and D would realize that their number of
neighbors is below the threshold K = 2. Hence, now B
decides, cooperatively, to accept D because the latter is crit-
ical (ND =< A >) since it needs more neighbors. Inter-
estingly, this operation is also beneficial for B as it has too
few neighbors as well.

3 Experimental Evaluation

In order to test our protocol on the field, we set up experi-
mental testbeds both in outdoor and indoor scenarios. In the
following we highlight the implementation issues we have
encountered, and we comment on the performance mea-
sures we have gathered through the testbed.

3.1 Testbed Setting

Each experiment adopts 16 XBow MicaZ [2] sensor
nodes running topology control functions. MicaZ nodes
are equipped with ChipCon CC2420 radio transceiver [1]
which allows to choose among 8 transmission power levels
in the interval [-25dBm, 0dBm] as specified in Table 1.

In the indoor experiments, the MicaZ nodes have been
positioned in a warehouse building (20m x 9m) as described
in Figure 2(a): 11 sensors are positioned at the ground floor,
4 at the mezzanine and 1 on the connecting stairs. More-
over, one of the ground-floor nodes is inside a separate
room. All the nodes directly lay over materials and ma-
chines of the warehouse at different heights.

The outdoor experiments have been conducted on top
of a flat roof of the same warehouse building. The exper-
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Figure 2. Network topologies of the testbed.

iment area is 35 meters long and 20 meters wide. MicaZ
are deployed as shown in Figure 2(b), where nodes on the
border of the flat roof (including sink) lay on a 1-meter-
high parapet, while other sensors are positioned directly on
the ground. We decided to place the other sensors on the
ground to emulate unfavorable propagation conditions, thus
stressing the topology control solutions.

Since it is very impractical to manually download data
sensor by sensor at the end of each experiment, we imple-
mented an automatic procedure to collect at a sink node
all the data stored during the experiment by all the other



Power Level ID Emitted Power [mW]

7 52.2
6 49.5
5 45.6
4 41.7
3 37.5
2 33.6
1 29.7
0 25.5

Table 1. CC2420 Transmission Power Levels.

Code Size RAM Footprint

MINMAX 11.2Kbyte 488byte
List based 11.9Kbyte 744byte
Explicit 11.4 488byte

Table 2. Binary size and RAM footprint of the
topology control protocols.

sensors. To this end, one MicaZ node in each scenario
acts as information sink and is directly connected through
a MIB510 Serial Gateway to a PC running Linux distribu-
tion Debian with 2.6.18 kernel version. Each sensor collects
and stores periodical samples of information during the
experiment including the list of perceived neighbors (and
the corresponding power levels) and the current transmis-
sions power. Upon completing the experiment, each sensor
searches for a path to the sink using the MintRoute routing
protocol [16] and then sends to the sink all these informa-
tion samples.

The sink sensor passes such information to the PC which
runs a Java filter, returning the overall performance mea-
sures used to evaluate the topology control solutions. More-
over, the Java tool implements also a query mechanism
based on a diffusion protocol to force the sink node to re-
quest missing information that may get lost during the col-
lection phase.

3.2 TC Implementation Issues

We implemented our protocol and the other approaches
described in Section 2 in TinyOS ver.1.x and deployed them
onto MicaZ sensors. The corresponding binary sizes (in-
cluding radio stack, UART, timers and led components) and
memory footprints are reported in Table 2.

During our experiments, we have observed that the sta-
bility of any topology control solution is highly affected by
the variability of the wireless link quality. In fact, if link
quality varies very often, the perceived number of neigh-
bors is scarcely stable, and the algorithm itself is driven to
frequent changes in the transmission power. Therefore, it
is of utmost importance to introduce techniques to stabi-
lize the number of neighbors filtering out the fluctuations

of the wireless channel. First, we need to define metrics to
measure the "quality" of a given link. It is shown in [14]
that the Received Signal Strength Intensity (RSSI) of wire-
less links among MicaZ sensors geared with ChipCon 2420
transceivers provides a consistent estimate of the Packet Re-
ception Rate (PRR). Namely, the authors show that if the
RSSI is above -87dBm, the PRR is above 85%. Below that
threshold a gray zone does exist, where the PRR may be
extremely variable.

We inserted a control on the RSSI of the received trans-
missions according to which the information contained in
a received beacon message is considered in the topology
control procedures only if the RSSI is above the -87dBm
threshold. Moreover, to achieve long-life link stability, we
have decoupled in time the topology update and the bea-
coning phase allowing a topology update every twelve bea-
coning intervals. The information contained in a beacon is
stored and used in the topology control phase only if at least
x (parameter) out of the 12 beacons replicas have been re-
ceived correctly, i.e., with an RSSI above -87dBm. Beacons
contain the transmitter ID, the list of neighboring sensors
and the transmission power level, which allows each sensor
to locally create a list of neighbors with the corresponding
transmission power levels to be used to reach them. Infor-
mation on the criticality of each neighbors is also stored.

The results obtained from the testbed are validated
against TOSSIM simulations in the very same indoor and
outdoor network scenarios. We adopted the same empiri-
cal approach proposed in [16] to model the link behavior
in simulations. Each sensor in the testbed transmits 200
packets to any other sensor which measures the packet re-
ception rate. Such procedure is repeated for all the 8 trans-
mission power levels and for all the 16 sensors in the net-
work. Thus, for each sensor, we obtain measurements at
different receivers when using different transmission power
levels. We are therefore able to associate to each directed
pair of sensors and for each power level a packet reception
probability, which is then used in the TOSSIM simulations.
Table 3 reports the values of packet reception probabilities
for the links of node 1 towards all the sensors in the indoor
environment.

3.3 Performance Evaluation

Every test is composed of two phases: in the first one,
nodes are switched on from scratch and run the specific
topology control algorithms for a period of 100s. After that,
they move onto the second phase devoted to data collection
and data elaboration as described in Section 3.1.

We collected the following performance metrics:
• local connectivity: we measure the local connectiv-

ity of any sensor in terms of logical neighbors, i.e.
those neighbors connected through symmetric links,
and physical neighbors, i.e. all the nodes reached by



Transmitting Sensor
0 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 0.9 0.9 0.18 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0.99 1 0.85 0.98 0.15 0.31 0 0 0 0 0 0 0
2 1 1 1 1 1 1 0.75 1 0.17 0.75 0 0 0 0 0

TX Power Level 3 1 1 1 1 1 1 1 1 0.3 1 0.32 0 0 0 0
4 1 1 1 1 1 1 1 1 0.35 1 1 0 0 0 0
5 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
6 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
7 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0

Table 3. Empirical measures of PRR at sensor 1 from different transmitters, using different transmis-
sion power levels.
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Figure 3. Average number of physical and
logical neighbors (Outdoor).

sensor’s beacons (through symmetric and asymmetric
links);

• network connectivity: we measure the network con-
nectivity as the ratio between the number of vertexes
of the largest connected sub-graph and the total num-
ber of sensors. When such ratio is 1 all the sensors
constitute a fully connected graph;

• average transmission power and transmission power
distribution.

The first parameter we analyze is the local connectiv-
ity provided by the cooperative LIST BASED and EX-
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Figure 4. Average number of physical and
logical neighbors (Indoor).

PLICIT topology control solutions. Figures 3 and 4 de-
pict the average number of logical and physical neighbors
in the outdoor and indoor network scenarios, respectively.
Figure 3(b) and 4(b) give the simulation results obtained
through TOSSIM in the very same testbed environments
(outdoor and indoor). Both testbed and simulation results
confirm the oscillatory behavior of the cooperative EX-
PLICIT approach, as expected and described in Section 2.2.
We further observe that even if TOSSIM simulations provide
the same behavior as testbed measurements, a difference in
the absolute numbers holds, due to the non-ideal propaga-
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Figure 5. Physical and logical neighbors
against K (testbed).

tion conditions of the testbed compared to the static empir-
ical propagation model used in the simulations.

Notably, in both scenarios the list-based algorithm pro-
vides a number of logical neighbors slightly higher than the
target parameter K. In fact, Figure 5 reports the measured
number of logical and physical neighbors against the target
value K for the LIST BASED topology control approach in
the testbed. Such difference in excess is due to the "price of
cooperation", that is, the fact that the cooperative approach
forces a subset of nodes to increase their transmission power
to help critical neighbors (see Section 2.2). Figure 6 zooms
on this effect by reporting the number of logical neighbors
per sensor in case the LIST BASED approach is used with
K=2. As clear from the two figures, the aforementioned
"price of cooperation" leads some sensors to have a number
of logical neighbors which is higher than the target value
(K=2) in both indoor and outdoor testbed scenarios.

One might argue that non-cooperative approaches based
on an interval [Kmin,Kmax] of feasible degrees (hereafter
referred to as MINMAX protocol) may make cooperation
useless. To address this remark, we tested this strategy in
the testbed and compared its performance with the LIST

BASED cooperative approach. In our experiments, we have
set Kmin = K = 3 whereas we tested two values for Kmax

(5 and 6) in the MINMAX case.
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Figure 6. Number of logical neighbors per
sensor in case K=2 (testbed).

Figures 7 and 8 compare the average number of logi-
cal neighbors in outdoor and indoor scenarios for the three
cases: LIST BASED cooperative, MINMAX Kmax = 5 and
MINMAX Kmax = 6. Results obtained through TOSSIM

simulation are also reported for the sake of comparison. We
observe that the MINMAX protocol leads the nodes to have
an average number of neighbors often close to Kmax. The
reason stems from the fact that a node cannot distinguish be-
tween critical and non-critical nodes and, hence, it always
accepts neighbors until the threshold Kmax is met. More-
over, in some cases, MINMAX approach provides an aver-
age number of neighbors which is even slightly higher than
Kmax (e.g., MINMAX 3-5 in Figure 8(a)); this counterintu-
itive behavior has two causes: the specific testbed topology
and the quantization of the transmission power levels. In
fact, it may happen that one sensor tuning its power level
to reach its Kmax-th neighbor, reaches also other farther
away neighbors. In other words, the granularity with which
neighbors can be added to the neighbors’list may be coarse.
This granularity effect is visible in Figure 6, where the max-
imum number of logical neighbors per sensors is clearly
higher in the indoor testbed scenario (7 versus 5), which
features an higher density of sensor nodes.

The overall effect is that nodes consume much more
power because the more neighbors they have, the higher
their transmission power is, as readily confirmed by Figure
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Time to Connectivity [s]
List-based MINMAX [3 − 5] MINMAX [3 − 6]

Indoor 25 20 20
Outdoor 15 10 10

Table 4. Time to reach full multi-hop connec-
tivity.

9 which reports the average transmission power over time
and the P.d.f. of the transmission power levels at the end of
the testbed experiments (t = 100s).

Besides local connectivity, it is worth evaluating the con-
nectivity properties of the overall network topology. To this
end, we have computed in post processing the percentage
of sensors in the largest connected subgraph by automat-
ically solving max flow problems on the data collected at
the sink. We have observed that the network becomes fully
connected in all the cases (indoor and outdoor) and for all
the algorithms. The time-to-full-connectivity is reported in
Table 4. The MINMAX approach allows to have a slightly
lower time to connectivity, with the drawback of consuming
more transmission power, as shown beforehand.
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Figure 8. Average number of logical neigh-
bors (Indoor).

4 Simulation Analysis

The experimental results presented in the previous sec-
tion have been obtained on real life testbeds featuring a
small number of sensors. It is worth analyzing whether
the performance characteristics of the topology control so-
lutions highlighted so far still hold true for medium/large
network scales. Since a real large-scale testbed was unfea-
sible, we resort to simulation in TOSSIM. The simulation
results reported hereafter have been obtained on a square
network topology (350m x 350m), where 200 sensors are
randomly scattered. Each result shown hereafter has been
obtained averaging over 100 realization of the sensors’ dis-
tribution. The measured confidence index for all collected
statistics is better than 5% in 98% of all cases.

Moreover, we have resorted to an empirical approach to
characterize the wireless links similar to the one described
in Section 3. In details, we have measured the Packet Re-
ception Probability (PRR) of a single outdoor wireless link
of increasing length, when adopting different transmission
power levels. The measured PRR has been used to charac-
terize the packet reception procedure in the TOSSIM simula-
tions, depending on the simulated distance between sender
and receiver, and the transmission power.
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Figure 9. Transmission power (testbed).

Again, we start off by analyzing the local connectiv-
ity provided by different topology control solutions. Fig-
ure 10 reports the the average number of logical and phys-
ical neighbors and their P.d.f. in the reference network sce-
nario in case of the LIST BASED and MINMAX topology
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Figure 10. Local connectivity (TOSSIM Simula-
tion).

control algorithms. As already shown in the small-scale
scenario (testbed and simulations), the MINMAX proto-
col provides higher average number of logical and physi-
cal neighbors with respect to the LIST BASED approach.
As a consequence, the amount of consumed power is higher
power as confirmed by Figures 11 which reports the average
transmission power over time and the P.d.f. of the transmis-
sion power levels at the end of the simulation (t= 100s).

Moreover, in the MINMAX case, a small fraction of
nodes still have less than Kmin = 3 logical neighbors (see
Figure 10(b)). This yields two significant consequences.
Firstly, these nodes will transmit at maximum power4 in the
attempt to find other neighbors, thus dramatically increasing

4This explains why in Figure 11(a) there are a few nodes transmitting
at the highest power level.
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Figure 11. Transmission Power (TOSSIM Sim-
ulation).

their power consumption and introducing high interference.
Furthermore, the fact that not all the nodes match the local
connectivity constraint leads to failures in the overall net-
work connectivity too. Indeed, with the MINMAX approach
and Kmax=5 the network remains not connected (connec-
tivity degree is 0.97), whereas the LIST BASED approach
provides 100% connectivity in the simulation time.

5 Concluding Remarks

In this paper, we have described a lightweight and co-
operative solution to the problem of controlling the local
connectivity in wireless sensor networks. We set up and de-
ployed real-life testbed of small-scale indoor and outdoor
wireless sensor network to test the performance of the pro-
posed solution against other common approaches.

Finally, we complemented the testbed analysis in small-
scale environments with TOSSIM simulations both in small-
scale and in large-scale wireless sensors networks. In all the
tested scenarios, experimental and simulation results shows
that our solution outperforms the other approaches, provid-
ing steady network connectivity while reducing the overall
power consumption.
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