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ABSTRACT 
Machine learning is an increasingly used computational 
tool within human-computer interaction research. While 
most researchers currently utilize an iterative approach to 
refining classifier models and performance, we propose that 
ensemble classification techniques may be a viable and 
even preferable alternative. In ensemble learning, algo-
rithms combine multiple classifiers to build one that is su-
perior to its components. In this paper, we present Ensem-
bleMatrix, an interactive visualization system that presents 
a graphical view of confusion matrices to help users under-
stand relative merits of various classifiers. EnsembleMatrix 
allows users to directly interact with the visualizations in 
order to explore and build combination models. We eva-
luate the efficacy of the system and the approach in a user 
study. Results show that users are able to quickly combine 
multiple classifiers operating on multiple feature sets to 
produce an ensemble classifier with accuracy that ap-
proaches best-reported performance classifying images in 
the CalTech-101 dataset.  

Author Keywords 
Visualization, interactive machine learning, ensemble clas-
sifiers, object recognition, Caltech-101. 

ACM Classification Keywords 
H.5.2 [User Interfaces]: Graphical User Interface; I.2.6 
[Learning].  

INTRODUCTION 
Machine learning (ML) techniques utilize computational 
and statistical methods to automatically extract information 
from data, thus allowing computers to “learn.” Recently, 
human-computer interaction (HCI) researchers have taken 
increasing interest in building classifiers using machine 
learning for their applied value. For example, using applied 
machine learning, HCI researchers can disambiguate and 
interpret noisy streams of data and develop novel input 
modalities, analyze complex patterns in data to perform 

predictions or diagnoses, or infer user intent to optimally 
adapt interfaces to assist users.  

As machine learning becomes more widely applied, both 
within the HCI community and beyond, a critical human-
computer interaction challenge is to provide adequate tools 
to allow non-experts to wield ML techniques effectively. In 
order to design these tools, we must start at current best 
practices in applied machine learning and identify tasks that 
can be supported or augmented by an effective combination 
of human intuition and input with machine processing. 

In this paper, we restrict our attention to multiclass classifi-
cation problems. For such problems, the goal is to develop 
an algorithm (“classifier” or “model”) that will assign input 
data to one of a discrete number of classes. Standard classi-
fication considers problems where there are two possible 
classes. Multiclass classification permits any number of 
classes (consider classifying handwritten characters as one 
of the 26 letters of the alphabet) and is generally considered 
a much more challenging problem in ML. 

At present, a common applied machine learning workflow 
is to iteratively develop classifiers by refining low-level 
choices such as feature selection, algorithm selection, pa-
rameter tuning, and so on [27]. This is usually performed 
using manual trial and error in an approach that represents 
hill-climbing through the model space. Models are com-
pared using accuracy or other coarse summaries. These 
simple summaries provide little direction on how to im-
prove the classifier. This problem is exacerbated in multi-
class problems where single value summaries, such as accu-
racy, can be very misleading. To address this issue, pre-
vious research has focused on developing tools for better 
explaining a single classifier’s behavior (or misbehavior). 

We assert that this workflow is often sub-optimal. It ob-
scures the beneficial dependencies and complementarities 
that exist between classifiers and discards the context of the 
space of possible models. It can and does often lead to poor 
local maxima and the large work in generating the series of 
models is often wasted as there are no means to compare 
and evaluate the trajectory of models being learned.  

In our work, we explore a radically different workflow. In 
the proposed workflow, we instead place emphasis on tak-
ing a holistic perspective provided by a set of models se-
lected from the model space. By supplying a visual sum-
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mary that spans multiple classifiers, we help users under-
stand the models’ various complimentary properties. This 
experience and other insights gained in this process can 
provide users with ideas and methods for combining the 
multiple classifiers in order to build a model that is vastly 
superior to any of its components. The individual classifiers 
could be a product of the user’s own explorations, for ex-
ample using a tool such as Weka [14] to generate multiple 
models. Or they could be classifiers generated by other re-
searchers working on similar problems.  

In this paper, we present EnsembleMatrix, a system that 
provides visualization of core machine learning elements 
such as the confusion matrix in order to support greater 
understanding of relationships between individual models. 
It also implements interactive ensemble model combination 
strategies so that users can directly manipulate the visuali-
zations in order to build combination multiclass classifiers.  

Specifically the main contributions of this paper are: 

1. Presenting EnsembleMatrix, a system that leverages 
interactive visualization to allow users to browse and 
learn properties of classifiers by comparison and con-
trast; 

2. Describing interactions in EnsembleMatrix that allow 
users to easily create an ensemble classification system 
by discovering appropriate combination strategies; 

3. Presenting results of a user study we conducted with 
the CalTech-101 image classification task [11]. Results 
showed that users were not only able to use the system, 
but that they were able to quickly create classifiers that 
rival state of the art in this problem space. 

  

BACKGROUND AND RELATED WORK 

Applied Machine Learning  
Machine learning, in particular classification, has become 
an increasingly important tool in HCI research, and more 
generally in the development of modern software. In a re-
cent survey of 112 HCI professionals, about one third re-
sponded as having used machine learning in their HCI work 
[25]. For example, using applied machine learning, HCI 
researchers have worked on disambiguating and interpret-
ing noisy streams of data to develop novel input modalities. 
This includes work with interpreting explicit intent such as 
in handwriting and speech recognition as well as muscle-
computer interfaces [30]. But it is also often used to detect 
implicit states, such as when using physiological signals to 
infer affect [28], or brain-computer interfaces to infer cog-
nitive state [16]. Another domain of work that has exten-
sively leveraged machine learning techniques is in building 
adaptive interfaces. For example, one sub-area that has been 
worked on is in modeling human behavior to predict things 
like interruptibility [12, 19]. 

In their work, Fails and Olsen describe the importance of 
human involvement to provide training data and propose an 
interactive machine learning model that allows users to 

train, classify, and correct classifications in a continuously 
iterative loop [10]. In our work, we apply the same basic 
philosophy to the creation of models rather than focusing 
on training existing models. 

In a recent study, Patel et al. evaluated the current use of 
machine learning by non-expert researchers and identified 
three difficulties: difficulty in applying an iterative explora-
tion process, difficulty in understanding the machine learn-
ing models, and difficulty in evaluating performance [27]. 
They suggest creating a library of models known to work 
well for a variety of common problems. Such a library 
could be the source of an initial set of models. In our work, 
we address some of the issues raised in that paper and 
present a methodology that could leverage and extend the 
library of models that they propose. 

Ensemble Machine Learning Models 
Many researchers have looked into the general problem of 
combining decisions from multiple classifiers. Simple rules 
such as majority vote, sum, product, maximum and mini-
mum of the classifier outputs have been popular and often 
produce results better than individual classification system 
[21]. One problem with these fixed rules is that, it is diffi-
cult to predict which rule would perform best. On the other 
spectrum lie critic-driven approaches, such as layered 
HMMs [26], where the goal is to “learn” a good combina-
tion scheme using a hierarchy of classifiers. The disadvan-
tage with these methods is that they require a large amount 
of labeled training data, often prohibitive for HCI work.  

Large sets of classifiers can be automatically generated 
using popular methods such as Boosting [31] and Bagging 
[5]. Also related to ensemble learning is “feature level fu-
sion,” in which features are first fused and then a machine 
learning algorithm is used to learn a classifier on top of 
these features [34]. However, the majority of the work in 
this space is aimed at learning 2-class classifiers. While 
strategies exist to extend 2-class classifiers to multiclass 
problems (such as one-vs-all or pair-wise classification), the 
combination is relatively naïve and does not take advantage 
of any semantic or functional structure that might be 
present in the multiclass classification problem. 

Visualization for Machine Learning 
We instantiate our work in an interactive visualization sys-
tem that allows users to explore data and classifiers, and 
then to combine them into a single classifier. To aid ma-
chine learning development, researchers have explored vi-
sualizing specific machine learning algorithms, including 
naïve-Bayes [2], decision trees [1], SVMs [6], and HMMs 
[7]. A previous study by Ware et al. has shown that such 
tools can produce better classifiers than automatic tech-
niques [36]. Since these visualizations and interaction tech-
niques are tied to specific algorithms, they do not support 
comparisons across algorithm types.  

More general techniques that apply across algorithm types 
include ROC and Cost curves [8], which support evaluation 
of model performance as a function of misclassification 



 

costs. These visualizations are commonly used in the ma-
chine learning community. But, for practical purposes, they 
are restricted to binary classification tasks and they do not 
directly support iterative improvement of a classifier. 

One of the most frequent visualization techniques in ma-
chine learning is to plot the data instances in some projec-
tion of feature space and visualize model prediction boun-
daries [13, 29]. This approach generalizes across algorithms 
at the expense of not showing the internal operation of the 
particular algorithm. Urbanek [33] designed visualizations 
of summary statistics derived from a large set of decision 
trees generated by boosting and Stiglic et al. [32] proposed 
a method for visually comparing a small set of decision 
trees produced by boosting. 

Instead of visualizing the data space with classification 
boundaries, our work focuses on visualizing recognition 
results and summary statistics, specifically those found in 
the confusion matrix. We assert that the recognition struc-
ture of a particular algorithm enables users to see what 
changes have to be made to improve the model. 

Bertin, who first introduced matrix visualization to 
represent networks, showed that matrices can be used to 
exhibit high-level structures by reordering the rows and 
columns of the matrix [3]. Following this, many researchers 
have been trying to exploit the benefits of matrix reorder-
ing. For example, ConSet provides an overview using an 
improved permutation matrix to enable users to easily iden-
tify relationships among sets with a large number of ele-
ments [20]. MatrixExplorer employed reordered matrix-
based representation in addition to node-link diagrams to 

support social network analysis [17]. Wang et al. used 
shaded similarity matrix with reordering to visualize clus-
ters in classification [35]. But, they designed the system for 
visualizing similarity of data instances, not confusion ma-
trices. We use similar techniques to reorder the confusion 
matrices in an effort to provide visual insight to users.  

ENSEMBLEMATRIX 
In this section we describe EnsembleMatrix, a system that 
helps machine learning practitioners explore and combine 
individual classifiers into ensemble classifiers.  

Visualizing the Confusion Matrix  
The EnsembleMatrix interface consists of three basic sec-
tions: the Component Classifier view on the lower right, 
which contains an entry for each classifier that the user has 
imported to explore, the Linear Combination widget on the 
upper right, and the main Ensemble Classifier view on the 
left. See Figure 1. 

Both the Component Classifier and the Ensemble Classifier 
views visually represent a classifier as a graphical heat-map 
of its confusion matrix. A confusion matrix represents clas-
sification results by plotting data instances in a grid where 
the column is an instance’s predicted class and the row an 
instance’s true class. Confusion matrices can reveal trends 
and patterns in the classification results (Figure 2) and by 
extension reveal behavior of the classifier itself. We se-
lected the confusion matrix as the core visual element of 
our system since it can represent results from all classifica-
tion algorithms and interpretation is relatively algorithm-
agnostic. This nicely complements previous work that has 
focused on visualization properties of specific algorithms.  

 
Figure 1. Primary view in EnsembleMatrix. Confusion matrices of component classifiers are shown in thumbnails on the right. The 

matrix on the left shows the confusion matrix of the current ensemble classifier built by the user. 



 

As with other matrix visualizations, the ordering of the ma-
trix can greatly influence the patterns visible. EnsembleMa-
rix orders each of the Component Classifier matrices inde-
pendently to highlight sets of classes which are frequently 
confused by that particular classifier. This corresponds to 
grouping clusters in an adjacency matrix. Additionally, as 
users update the Ensemble Classifier view, the main matrix 
is reordered interactively. This necessitates a fast reordering 
algorithm, so we chose to use the barycenter heuristic [23], 
borrowed from the layout of bipartite graphs.  

Small horizontal bars below each matrix in the Component 
Classifier view show the accuracy for each of these classifi-
ers. A similar set of bars in the Linear Combination pane 
show the overall accuracy of the current Ensemble Classifi-
er and the accuracy of the currently selected partition. 

Interacting with EnsembleMatrix 
EnsembleMatrix provides two basic mechanisms for users 
to explore combinations of the classifiers. The first is a par-
titioning operation, which divides the class space into mul-
tiple partitions. The second is arbitrary linear combinations 
of the Component Classifiers for each of these partitions.  

We selected these two operations since they are the core 
portions of a variety of more complicated machine learning 
algorithms. We expect that the most effective use of these 
operations is in tight conjunction, iterating back and forth, 
with each other. For example, one possible strategy is to 

adjust weights and find good partitions, and then to recur-
sively iterate to the sub-partitions. 

To enable these mechanisms, we assume that our compo-
nent classifiers can produce a vector of real numbers, one 
number per possible class. The predicted class is the class 
with the maximum numeric value. This formulation is very 
natural in many multi-class classifiers including SVMs and 
logistic regression. If a classifier can only output a single 
predicted class, this can be represented as a vector with a 
single non-zero value.  

We also suggest that the component classifiers be trained in 
a robust manner, such as with 10-fold cross validation. 
Doing so increases the likelihood that partitioning or linear 
combination operations which improve accuracy on the 
training data will generalize well to the entire dataset [9].  

Partitioning 
Partitioning the class space separates the data instances into 
two subsets, allowing the user to develop classifiers specia-
lized for each subset. To specify a partition, the user selects 
a vertical line on a matrix. Data instances which fall to the 
left of the partition are placed in one set and those which 
fall on the right in the other. Once partitioned, data in-
stances may not cross the partition line despite further parti-
tioning or refinements to the classifiers on either side. 
Technically, this means that the two subset classifiers are 
restricted to only predicting classes which fall on the ap-
propriate side of the partition line. This is accomplished by 
maximizing over an appropriate subset of the numeric vec-
tor. This constraint makes the behavior of the partition easi-
er to interpret and to represent visually. 

One impact of this partitioning constraint is that data in-
stances that are on the wrong side of the partition will re-
main on the wrong side despite further refinement. To em-
phasize this fact, EnsembleMatrix automatically adds a 
horizontal split at the same position as the vertical, thus 
creating four quadrants for each partition (Figure 1). Data 
instances in the off-diagonal quadrants are those which will 
remain incorrectly classified. 

By clicking on an on-diagonal quadrant users can select 
either the left or right subset and can continue refining just 
the classifier for that subset by further partitioning or by 
adjusting the linear combination. The selected subset is 
highlighted with an orange border and the Component Clas-
sifier thumbnail views update to only show data instances 
contained on that side of the partition (Figure 3). 

In practice, we found that over-partitioning the space led to 
poor generalization since the sample of data items was too 
small to adequately represent the whole dataset, but that 
users seemed able to gauge when they should stop. 

Linear Combinations 
There are two ways in which users can manipulate the li-
near combination of Component Classifiers. First, Ensem-
bleMatrix provides a simple 2D interpolation control, the 
Linear Combination Widget in the upper right (Figure 1). 

 

 
Figure 2. Representations of confusion matrix for a handwrit-
ten digit classification task. (top) standard confusion matrix; 

(bottom) heat-map confusion matrix. It is much easier to iden-
tify underlying patterns in the visual representation; 3 and 8 
are often misclassified as each other and 5 is misclassified as 

many different numbers.  



 

The user can interactively scrub inside this polygon to spe-
cify classifier weights. To make the appropriate mapping of 
position to weight, we parameterized the polygon using 
Wachspress coordinates [24]. Wachspress coordinates have 
two important properties: at the vertices of the polygon the 
weight is one for the classifier at that vertex and zero for all 
other classifier, and at the center the classifiers all have the 
same weight. These points seem to be the most natural in 
this space and we wanted to ensure that the subspace 
represented by the polygon included those points. 

This subspace is only 2-dimensional and hence much of the 
weight space is not included in the polygon. Thus, we also 
provide individual sliders under each Component Classifier 
to allow the user to specify an arbitrary normalized combi-
nation of weights should they need the extra control.  

Given the user specified weights, EnsembleMatrix simply 
takes the vectors of numeric values output by the compo-
nent classifiers and linearly combines them. The class with 
the maximum value is chosen as the predicted class.  

Partitioning and reweighting can be done an arbitrary num-
ber of times and in any order, leading to a large number of 
possible refinement strategies. 

USER STUDY 
We conducted a formative user study to examine the usabil-
ity of EnsembleMatrix and the efficacy with which users 
could use the system to explore component classifiers and 
create ensemble ones. To do this, we used the CalTech-101 
dataset [11] to perform an image recognition benchmark 
task. This task is an active problem in machine learning and 
has been used to develop numerous new algorithms. The 
dataset contains 3030 images grouped into 101 classes, and 
the task is to build a classifier that categorizes them. This 
problem was selected since it is a challenging unsolved 
problem in machine learning, allowing us to compare En-
sembleMatrix with the best-known ML techniques. 

We collected eight classifiers developed by other research-
ers that have been tested on the CalTech dataset. These are 
some of the best single feature-type classifiers currently 

available for this problem. Our goal was to learn if applied 
machine learning practitioners could use EnsembleMatrix 
to discover interesting properties of the eight classifiers and 
more importantly if they could improve accuracy by effec-
tively combining the classifiers using the system. 

Methodology 
We recruited seven participants (including one pilot) from a 
software company via an internal mailing list for those in-
terested in machine learning. Except for the single female 
pilot, all were male ranging in age from 26 to 34. Two of 
the participants were machine learning researchers with 
over 8 years of experience, one was a developer using ma-
chine learning for a shipping product, and the remaining 
three had exposure with machine learning only through 
undergraduate and graduate coursework. 

We split the study into two parts. The first part was a semi-
structured interview designed to elicit a range of possible 
strategies for solving this problem. We asked participants to 
describe potential approaches they would try to solve this 
problem using their current knowledge, practices, and tools. 
We provided participants with basic information about the 
eight classifiers and asked them to imagine that their goal 
was to develop a new, more accurate, classifier. We also 
provided additional information about the dataset and about 
the classifiers when asked by the participant.  

If a participant described approaches that did not involve 
combining the classifiers, we asked follow-up questions 
specifically asking them to consider how they might com-
bine the classifiers. We also asked participants to estimate 
how long it would take them to reach a point where they 
would be able to predict with high confidence whether or 
not their approach would work. This part of the study lasted 
approximately 10 minutes. 

In the second part, we trained participants to use Ensem-
bleMatrix, using data from a handwritten digit classification 
task. This classic task had participants explore 4 different 
classifiers in an effort to build an ensemble classifier that 
recognized the images of handwritten digits. This problem 
is easy to explain, since people quickly understand 
handwriting recognition, and allowed us to focus on teach-
ing them how to use the interface. Also since the problem 
only has 10 classes (the digits 0 through 9) it makes it easy 
for participants to gain insights and manipulate the classifi-
ers easily. During this phase, we did not explicitly discuss 
or teach participants any particular exploration strategy.  

In the test task, we asked the participants to use Ensemble-
Matrix to explore the eight CalTech-101 classifiers and to 
build a combined classifier with the highest possible accu-
racy. Participants were encouraged to think aloud as they 
worked. This portion lasted 30-45 minutes and ended when 
the participant thought they could no longer improve the 
ensemble classifier.  

Figure 3. After partitioning the matrix, selecting a partition, 
outlined in orange, causes the thumbnails to display only the 

data instances in that partition. The component classifiers 
demonstrate very different behavior in this partition, includ-

ing clustering and large differences in accuracy. 



 

Ensemble Classifier Details 
In this section, we describe the processing we used in order 
to create the Ensemble Classifier. 

Classifying object categories in images is a hard multi-class 
problem (101 classes for Caltech-101). Our experiments in 
this paper use 30 images per class (3030 images in total), 
and are exactly same as the ones used by Varma and Ray 
[34]. We divided the dataset equally into train and test sets 
(i.e., 15 images from each class in train and test sets). The 
training set was used to train the component classifiers with 
10-fold cross validation and results of this are presented to 
the user in EnsembleMatrix. The user never interacts with 
test data, which is used to compute the reported accuracy. 

As component classifiers, we used 8 Gaussian Process re-
gression [18] classifiers trained on different features. These 
features, developed independently by other computer vision 
researchers, characterize object shape and appearance in an 
image. Specifically, we looked at the following eight kinds 
of features: Dense Pyramid Match Kernel (PMK) [15], Spa-
tial PMK [22], AppColour, AppGray, Shape 180, Shape 
360 [4], Geometric Blur (GB), and Geometric Blur with 
distortion [37]. Each of these features exploits different 
characterization of images (for example, color, edges, etc.). 
While accuracies of these classifiers are comparable, they 
each have individual strengths and operate on different 
parts of the class space with varying accuracy. 

Results: Semi-Structured Interview to Elicit Approaches 
In our discussion, participants suggested multiple possible 
approaches to solving the classification problem. The ap-
proaches can be broken into two general areas. First, partic-
ipants suggested working with the underlying features. Two 
suggested training a new classifier on the combined feature 
sets of all 8 classifiers, and three suggested looking at mis-
classifications in individual classes to help select additional 
features. Second, participants described schemes which 
combine the component classifiers. Combining the classifi-
ers with stacking was suggested three times, with boosting 
three times, and with majority voting twice. 

Implicitly, all participants assumed that they had or could 
derive useful understanding of the data and the existing 
classifiers in order to improve upon them. Two participants 
(1 expert) explicitly mentioned that they would explore the 
classifiers to see if they are complementary, either by look-
ing at the confusion matrices or by plotting data instances 
against number of times classified correctly. One partici-
pant suggested combining semantically related classes to 
reduce the number of classes and to increase accuracy. 

Participants’ estimates of time required to convince them-
selves that their approach would work varied. Both machine 
learning experts gave estimates of less than one hour. One 
participant estimated 1 day using the Weka tool. Two par-
ticipants estimated more than 2 weeks, including implemen-
tation time. One participant did not give a time estimate.  

Time estimates seemed to vary inversely with machine 
learning experience as might be expected. We hypothesize 
that the short times for the machine learning experts were 
largely due to the fact that they already had written code for 
the approach they thought they would use. The long times 
for the non-experts reflects both time to code as well as 
built-in uncertainty in the effectiveness of their approach.  

We assert that the two week turnaround projected by non-
experts is optimistic and problems of this nature usually 
take much longer to fully explore. Regardless, we assert 
that even two weeks to test a single hypothesis would pro-
hibit rapid exploration. While the machine learning experts 
seemed relatively confident of the tools that they had, they 
acknowledged a lack of support for data exploration and 
higher level tools for applied machine learning problems.  

Results: Using EnsembleMatrix to Build Classifiers 

Observations: Making sense of the individual classifiers 
We observed participants as they were performing the en-
semble classifier construction task in EnsembleMatrix. In 
general, participants tried a large number of strategies. Most 
participants utilized the tool and specifically the confusion 
matrices to understand the current state. They would look at 
individual confusion matrices trying to understand the be-
havior of a classifier in isolation. Some then noticed confu-
sion of class clusters under some of the classifiers and tried 
to determine why these classes were confused. They did 
this by trying to intuit how the features used by a classifier 
led to particular class confusions or by looking across clas-
sifiers to find semantic relationships discovered by the clas-
sifiers. They would also examine individual classes trying 
to understand the behavior of data instances in that class 
across multiple classifiers to gain insights. 

Using these strategies, participants independently made 
various discoveries. A majority of participants immediately 
concluded that errors were evenly distributed in some clas-
sifiers, e.g. individual class accuracy is pretty even. This is 
not surprising, as the graphical representation of the confu-
sion matrix makes this very apparent. They also found that 
some classifiers produced clear confusion clusters, and that 
those clusters seemed to be different in other classifiers. 
Those who had previously used combination classifiers 
recognized that this implied that the classifiers were com-
plementary. However, upon inspection of the classes, few 
participants could directly infer the semantic meaning of the 
clusters. This is not unusual since the features used for the 
classifiers do not usually correspond well to perceptual fea-
tures as picked up by humans. On the whole, they seemed 
to be able to stratify the classes into ones that were easy to 
classify and ones that were easily confusable, which they 
claimed would allow them to focus their efforts in improv-
ing the classifiers. 

Observations: Building an Ensemble Classifier 
To build the combination classifier, all participants changed 
the weights frequently to see changes in accuracy. Two 
participants (1 expert) used the sliders almost exclusively, 



 

claiming they wanted fine control over the weight combina-
tions. They performed only slightly better than the other 
participants. Participants also used partitioning in slightly 
different ways. For example, one participant used the parti-
tioning mechanism to remove portions of the matrix that 
were already perfectly classified, and then refined the 
weighting scheme on the remainder. Another partitioned the 
matrix repeatedly and then visually compared the perfor-
mance of the classifiers within just one leaf node at a time. 

While experimenting with this problem ourselves, we dis-
covered a relatively simple strategy to improve accuracy. 
We used the matrix reordering to find strong confusion 
clusters in individual classifiers and recursively isolate the 
clusters. We then used linear combination to optimize the 
individual clusters in the leaf nodes. This algorithm led to 
high accuracy and good generalization. It is encouraging 
that participants seemed to independently find similar, even 
if not identical, strategies. 

On the whole, participants were able to use the linear com-
bination tools to find accuracy peaks in weighting space 
that were relatively robust to changes in weights, and were 
able to construct classifiers that performed much better than 
the individual component classifiers. They also found that 
hierarchical partitioning between confused clusters, com-
bined with linear combination, produces better accuracy 
than linear combination alone.  

Interestingly, some participants expressed at various points 
in the experiment feeling that they had not learned a lot 
about the classifiers or the dataset. However as already dis-
cussed, many in fact had interesting insights and were able 
to relatively quickly create a classifier that performed very 
well. We believe that this disconnect was due in part to 
participants’ expectations that they would be able to explore 
the behavior of individual classifiers and understand specif-
ic reasons for misclassification. As discussed in the intro-
duction, our goal with EnsembleMatrix was to support 

higher-level reasoning across classifiers. We believe that 
the two approaches are not mutually exclusive, and would 
like to integrate lower-level classifier explorations in future 
versions of the system. 

As an additional point, users requested the ability to undo 
operations and to save bookmarks of promising areas to 
explore further. This was not surprising and we will include 
these features in the next version of EnsembleMatrix.  

Quality of the Ensemble Classifiers 
After allowing participants to explore independently for 
about 15 minutes, we asked them to try to use the linear 
combination and splitting tools to build a classifier with 
maximum accuracy on a hold out test set. One participant 
chose not to perform this task. The other five participants 
made varying levels of effort to find the maximum, using 
10-30 minutes. Results are plotted in Figure 4. 

These results show that participants were able to build a 
combination model that attained relatively high classifica-
tion accuracies. The best individual classifiers (some of 
which were used as component classifiers in this study) 
achieve about 65% accuracy, on average. The best combi-
nation classifiers handcrafted by experts and published 
within the last year, achieve around 87.82% [34]. Although 
restricted to short period of time, our five participants ac-
complished 87.8% on average (86.5% minimum, 89% max-
imum), which almost ties with the highest published accu-
racy. The small range implies that participants' performance 
was consistent. 

Furthermore, three participants outperformed the highest 
published accuracy. The main reason behind the excellent 
classification performance is the fact that a user is now able 
to create a hierarchical classification system that respects 
and take advantages of structural information amongst vari-
ous classes. Most of the earlier approaches that were ap-
plied to Caltech-101 limited themselves to simple single 

Figure 4. Average accuracy achieved in EnsembleMatrix on a hold out test set by 5 participants in our study compared to other 
approaches.  



 

models that did not exploit any hierarchy. Further, the indi-
vidual base classifiers are some of the best methods in this 
space; consequently the ensemble consistently achieves 
high classification accuracy. In a parallel thread of work, 
we are now exploring this approach for a variety of other 
problems, and will report on results in future work. 

Interestingly, one of the participants who attained the high-
est accuracy on the training set built a model that did not 
work quite as well on the test set. This was due to the fact 
that he over-partitioned the space of classes and overfit the 
data. Even so, he was able to do relatively well and imme-
diately recognized the reason for his lower performance on 
the test set. In future work, we would like to explore com-
putational as well as interface techniques that might prevent 
this behavior. 

After completing this task we asked the participants to eva-
luate how close they thought their result was to the best 
possible with this dataset and classifiers. Four participants 
were able to make predictions which were very close (±1%) 
to the best possible results published in the literature. 

As a post hoc analysis, we evaluated how well some of the 
techniques suggested by participants in the interviews 
would work (see Figure 4). Majority voting does relatively 
poorly, only reaching a 72% accuracy rate. According to 
the literature the best results from combination of different 
methods using SVMs is 87.82% [34]. However, this work is 
very new and it is unlikely that a non-expert user would be 
aware of this technique. Merely combining the underlying 
features and training with a relatively simple classification 
algorithm is likely to perform rather poorly. As discussed in 
the related work section, there are many possible ways to 
combine classifiers with machine learning. Most appealing 
to a majority of researchers is boosting; however, presence 
of a large number of multiple classes, together with Gaus-
sian Process-based classifiers makes application of boosting 
non-trivial. One plausible way of applying boosting is to 
consider the outputs of the base level classifiers as features 
and then apply a boosting algorithm such as AdaBoost. 
However, this achieves only a 73% accuracy rate and high-
lights challenges in assuming that existing combination 
strategies can be used as a blackbox. There are many other 
boosting or stacking strategies that can be tried and may 
work better. However, the time necessary to select, imple-
ment, and test these strategies would be significantly longer 
than the 30-45 minutes required by EnsembleMatrix partic-
ipants in our study. 

We also explored using EnsembleMatrix’s linear combina-
tion and partitioning tools independently. Partitioning alone 
performs poorly. When using the linear combination tool 
alone, we were able to achieve an accuracy of 87.3%. 
Comparing this to the maximum accuracy achieved in our 
user study, 89%, shows that both tools are useful. 

DISCUSSION 
The user study showed that users could use EnsembleMa-
trix to effectively explore the data and create ensemble 

classifiers that performed much better than any of the given 
individual classifiers. This is encouraging and suggests that 
the system and the approach are viable and worth further 
exploration. In this section we discuss the two most inter-
esting issues, and opportunities, that came up in the course 
of this work. 

Confusion from Reordering Classes within Matrices 
As previously noted, each of the matrices is reordered inde-
pendently in order to highlight structure in each matrix. At 
times this was confusing to users who tried to visually 
compare two matrices and mistakenly assumed that the 
ordering was the same. This was an especially large issue 
for the one user had split the matrices down to small sub-
matrices and tried to perform visual comparison of individ-
ual rows or columns. The reordering also caused the main 
matrix to visually jump around as the user changed the 
weighting. This was distracting and made visual compari-
sons between matrices difficult. We believe that it also 
made it hard to derive semantic insight into the classes 
since they were ordered differently in each classifier. 

In choosing ordering we are faced with three contradictory 
requirements. First, each matrix should be ordered to show 
the confusion structure produced by a single classifier. 
Second, the ordering should be consistent across matrices to 
support visual comparison. Third, users often have a seman-
tic organization of classes that they would like to have res-
pected by the ordering. Finding a visualization that con-
forms to all three constraints is an area for further research.  

Why Human in the Loop rather than Automating it all? 
A concern expressed by a number of our user study partici-
pants is why we would not just automate much of the ex-
ploration. In retrospect, it is now clear to us that some parts 
of EnsembleMatrix could probably be automated. For ex-
ample, once a human has found a particular partitioning 
strategy and can well-define the strategy, there is no reason 
for that human to have to mechanically apply it to all explo-
rations and all datasets. Similarly, searching for the absolute 
maximum accuracy weighting combination is something 
that may be better supported by automation.  

However, even these straightforward examples would be 
non-trivial to automate. First, exhaustively exploring the 
space of models, especially with non-trivial number of base 
classifiers is usually going to prove to be computationally 
intractable. Hence, the user will still have to specify what 
subspace should be explored. Second, for purposes of gene-
ralization, the user may prefer a local maximum in a broad 
high accuracy region, to the global maximum in a relatively 
narrow peak. Automating the correct decision boundary 
between these two choices is not straightforward. However, 
in EnsembleMatrix, a user can (and users in our study did) 
scrub through the polygon space to get a feel for peak ro-
bustness and make an intuitive decision.  

Also, we doubt that any given ensemble construction strat-
egy would work for all datasets and classifiers. Future work 
would include exploring what other combination strategies 



 

arise in other datasets from the weighting and partitioning 
mechanisms we have provided. Additionally, we want to 
explore what other exploration mechanisms are useful. For 
instance, permitting the user to split correctly classified data 
instances from incorrectly classified instances would allow 
a boosting-like strategy to be employed. We hope to find a 
small set of mechanisms which are: 

1. Simple to understand and to represent visually 

2. Represent the core operation from a range of machine 
learning ensemble approaches (if a user finds that the 
operation works in EnsembleMatrix, then the user 
could explore using more complicated ML approaches 
in other tools) 

3. Composable (various existing machine learning tech-
niques and many novel combinations of strategies 
should be expressible with the mechanisms) 

Finally, it is important to note that this task certainly did not 
appear automatable before using the system. From their 
responses in the semi-structured interviews, it is not clear 
that any of our study participants would have independently 
formulated the solutions they found using EnsembleMatrix. 
We consider the fact that the tool permitted non-expert us-
ers to quickly explore and discover a novel ensemble-
creation strategy to be a measure of the success of the sys-
tem. The fact that the strategy can now possibly be auto-
mated for this dataset is an additional bonus.  

CONCLUSION 
We presented EnsembleMatrix, an interactive visualization 
system for exploring the space of combinations of classifi-
ers. We demonstrated that EnsembleMatrix can be success-
fully used to explore and develop classifiers for an impor-
tant problem in machine learning, and argued that the basic 
approach would generalize well to other problems. While 
EnsembleMatrix is just a first step, we believe that includ-
ing the human at the stage of combining machine learning 
classifiers can be a more effective use of human knowledge, 
judgment, and time than at the now-standard approach of 
tuning individual models.  

It is particularly exciting to us that EnsembleMatrix has 
allowed us to discover techniques that outperform state-of-
the-art in classifying a benchmark computer vision and ma-
chine learning problem using the CalTech-101 dataset. Fur-
ther testing and documenting those results remains future 
work. In other future work, we hope to resolve many of the 
problems we have noted with EnsembleMatrix and explore 
its application to a variety of datasets and problems within 
human-computer interaction research.  
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