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Abstract
Translation of named entities (NEs), such as per-
son, organization, country, and location names is
very important for several natural language pro-
cessing applications. It plays a vital role in ap-
plications like cross lingual information retrieval,
and machine translation. Web and news docu-
ments introduce new named entities on regular
basis. Those new names cannot be captured by
ordinary machine translation systems. In this
paper, we introduce a framework for extracting
named entity translation pairs. The framework
contains methods for exploiting both compara-
ble and parallel corpora to generate a regularly
updated list of named entity translation pairs.
We evaluate the quality of the extracted trans-
lation pairs by showing that it improves the per-
formance of a named entity translation system.
We report results on the ACE 2007 Entity Trans-
lation (ET) pilot evaluation development set.
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1 Introduction

The problem of named entity translation is receiving
huge attention recently. Named entity translation is a
very important component in several natural language
processing applications. Applications like cross lingual
information retrieval, and machine translation benefit
the most of named entity translation.

Regularly updated documents such as news arti-
cles and web pages usually contains a large number
of names. Those names are much more varied than
common words, and changing continuously. As a mat-
ter of fact, new names are introduced in the news on
regular basis. This makes it hard to construct a named
entities dictionaries or translation pairs lists. This is
very problematic for the task of named entity transla-
tion because translation systems suffer from the lack
of enough training data. Hence, machine translation
systems usually fail to capture those new names.

One way to go over this problem is to exploit the
much more available comparable corpora. Compara-
ble corpora are data sets written in different languages,
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and are not translations of each others (i.e. not par-
allel). However comparable corpora are somewhat re-
lated and convey the same or overlapping information
content. In other words, they are texts that discuss
similar subjects, and carry similar information con-
tent, yet are written in different languages. The most
obvious examples of comparable corpora are the mul-
tilingual news feeds produced by news sources such as
BBC, CNN, Xinhua, Agence France Press, ...etc.

Comparable corpora are widely available on the web
and are regularly updated with new named entities.
They are also available for several language pairs.
They usually contain documents discussing the same
problem or commenting on the same event. such docu-
ments usually use similar sets of named entities. How-
ever, extracting named entity translation pairs from
comparable corpora is hard. Even though they contain
texts carrying the same information content, those
texts are not aligned and exhibits great differences.

Another resource that is available for some language
pairs is parallel corpora. Aligned parallel corpora are
multilingual corpora that have been specially format-
ted for side-by-side comparison. Parallel corpora that
are aligned on sentence level can also be used for ex-
tracting named entity translation pairs.

In this paper, we introduce a general framework for
extracting named entity translation pairs. The frame-
work contains methods for extracting named entity
translation pairs from both comparable and parallel
corpora. The extracted pairs helped improve the per-
formance of a named entity translation system.

The paper is organized as follows: in section 2 we
discuss related work. A method for extracting named
entity translation pairs from comparable corpora is
presented in section 3. In section 4, we present an-
other method for extracting named entity translation
pairs from parallel corpora. Section 5 discusses ex-
perimental results while the conclusion is presented in
section 6.

2 Related Work

[5] proposed an approach to extract NE trans-lingual
equivalences based on the minimization of a linearly
combined multi-feature cost. [9] proposed using sta-
tistical phrase translation models to find NE transla-
tions. [8] proposed an iterative algorithm that exploit
the observation that that NEs have similar time distri-
butions across comparable corpora, and that they are
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often transliterated. This approach was used in [10] to
discover NEs, but in a single language, English, across
two news sources. [6] proposed a method for min-
ing key phrases translations from mixed-language web
pages. [16] makes use of the observation that when
English terms occur in Chinese web pages, and espe-
cially when they occur within brackets, they are very
likely to be translations of an immediately preceding
Chinese term. [15] extends this approach by using
cross-lingual query expansion to find translations of
out of vocabulary terms.

3 Extracting named entity
translation pairs from compa-
rable corpora

In this section, we introduce our approach for extract-
ing translation pairs form comparable corpora . The
proposed approach is composed of two main steps, the
first step aligns bi-lingual documents, from the com-
parable corpus, based on their semantic content. The
second step extracts two catalogs, lists, of named enti-
ties from each pair of aligned documents and then align
the named entities to extract the translation pairs. A
detailed description of the approach is presented in the
following subsections. In this work, we deployed the
approach on Arabic - English comparable corpus to
extract named entities translation pairs, however it is
worth mentioning that the approach is language inde-
pendent and could be used with any languages pairs.

3.1 Aligning Documents from Compa-
rable Corpora

Comparable corpora usually contain documents dis-
cussing the same events or carrying the same infor-
mation content. However those documents are not
aligned to one another. We introduce a new method
for aligning multilingual documents based on the anal-
ysis of their semantic content. The method consists of
two main phases. In the first phase, a set of candidate
matching English documents are generated for each
foreign, here Arabic, document. In the second phase,
the best matching document among the set of candi-
dates is identified. The two phases are discussed in
details in the following subsections.

3.1.1 Generating candidate similar docu-
ments

The Arabic documents are translated into English,
this translation is not assumed to be accurate neither
perfect. It is used only for extracting English key-
words corresponding to the Arabic document. Those
keywords are used to construct a query to search for
candidate similar English documents. English words
are indexed by Lemurs Indri information retrieval en-
gine [11]. The query words are stemmed using Porter
stemmer [13] to remove the commoner morphological
endings from English words. Function words, words
that have little semantic meaning and mainly serve to
express grammatical relationships, are also removed
before performing the query. The best n documents

Algorithm 1 Selecting the best matching document
Input: Two document D1 and D2

Output: similarity score
Algorithm:

1. Extract a bag of words B1 from D1

2. Extract a bag of words B2 from D2

3. Let B = B1 ∪B2

4. Remove duplicate words from B
5. For each word pair w1&w2 ∈ B:

Let sim12 = WNet Sim(w1, w2)
6. For each wi ∈ B:

Add a node with label wi

7. For each word pair w1&w2 ∈ B:
If(sim12 < T1) add edge between w1, and w2

8. Run MCL clustering on G
9. For each word cluster ci and each word wi ∈ ci

(a) If (wi ∈ B1)
i. Let n = freq(wi, B1)
ii. add n instances with label d1 to ci

(b) If (wi ∈ B2)
i. Let n = freq(wi, B2)
ii. add n instances with label d2 to ci

(c) Remove wi from ci

10. Let entropy = 0;
11. For each cluster ci:

Let entropy = entropy + entropy(ci)
12. Docs Sim = entropy

returned by the query are used as the candidate similar
documents.

3.1.2 Selecting the best matching document

To select the best matching document, we exploit the
fact that documents conveying the same information
content tend to use similar words or similar classes of
words. Hence, we can judge two documents as being
similar, by analyzing the classes of words they use. We
represent each document with a bag of words, which is
used to measure the similarity between the two docu-
ments in the same language, The bag of words for each
document is obtained by stemming all words in the
two documents then removing all non contetn words,

Fig. 1: Example of the bag-of-words representation
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an example illustrating two bag of words of two docu-
ments is shown in figure 1. The two bag of words B1,
and B2 are then merged into a unique list of words.
The unique list of words will be first divided into sev-
eral word clusters. Theses clusters will be used to an-
alyze the semantic similarity between the two docu-
ments.

3.1.3 Generating word clusters

Using WordNet, we can measure the semantic simi-
larity or relatedness between a pair of concepts (or
word senses). We use the similarity measure described
in [14] which finds the path length to the root node
from the least common subsumer (LCS) of the two
word senses which is the most specific word sense they
share as an ancestor.

Using this word similarity measure we can construct
an undirected graph G. The vertices of G are the
words. Two vertices are connected with an edge if
the similarity measure between them exceeds a cer-
tain threshold. It was noticed that the constructed
graph consists of a set of semi isolated groups when the
two underlaying documents are similar. This implies
that using a graph clustering algorithm would elimi-
nate the weak intra-group edges and produce separate
groups or clusters representing similar words. We used
Markov Cluster Algorithm (MCL) for graph cluster-
ing [2]. MCL is a fast and scalable unsupervised cluster
algorithm for graphs based on simulation of stochastic
flow. An illustration of this clustering process is shown
in figure 2

3.1.4 Measuring documents similarity

Measuring the document similarity is based on the fact
that documents carrying the same information content
tend to use similar words or words belonging to the
same class. The generated word clusters can be used
to judge whether two documents are similar or not. If
each cluster contains words that are evenly distributed
between the two documents, then the documents are
more likely to be similar. On the other hand, if most of
the clusters contain words that belong to a single doc-
ument, then the two documents are not using similar
words and hence are different.

In order to use the word clusters to judge whether
two documents are similar, the clusters must reflect
the membership of the word in the document, rather
than the word itself. To do that, we create a new clus-
ter for each of the word clusters. The new clusters
contain labels pointing to the first or the second doc-
ument, rather than words. These labels are induced
from the membership of words in the documents. For
example, if the word w1 is a member of cluster c1, we
check the bag of words for document d1. If w1 ∈ d1,
we add n entries to c1 with the label d1, where n is the
number of times w1 occurred in d1. After this opera-
tion, clusters illustrated in figure 2 will look as shown
in figure 3 using the bags of words from figure 1.

The similarity between the two documents can be
estimated by measuring the entropy [4] of the gener-

Fig. 2: Clustering word graph

Fig. 3: Clusters after adding documents labels

ated clusters.

entropy(ci) = − |d1|
|d1|+|d2| log( |d1|

|d1|+|d2| )

− |d2|
|d1|+|d2| log( |d2|

|d1|+|d2| ) (1)

Doc Sim =
∑
ci

entropy(ci) (2)

The cluster entropy will be high when both documents
contribute equally to instances in the cluster. Hence,
the summation of all clusters entropy will be high when
the two documents tend to use the same classes of
words. On the other hand, the summation will be
low when there are several word classes that belong
to a single document only. This agrees with the fact
that documents conveying the same information con-
tent tend to use similar words or similar classes of
words. An outline for the all the steps performed to
find the best matching document is illustrated in al-
gorithm 1.

3.2 Named Entity Similarity Model

For each candidate documents pair, the NE transla-
tion pairs extractor extracts all NE’s from both docu-
ments. For each NE in language A, a list of candidate
language B translations is constructed. Then, several
scoring criteria are employed to select the best trans-
lation. Using the same example of English and Arabic
documents, we build a list of candidate English trans-
lations for each Arabic NE, and try to select the best
translation from the candidates list.

Ideally, the candidate translations list should only
contain English NE’s having the same type as the

3



Arabic NE. However, problems arise due to confu-
sion between NE types at the NE detection phase.
To overcome this, a confusion matrix is used to al-
low NE’s with different but usually confused types to
be checked. The matrix has an entry for each NE
type pair that contains 1: for the same type, 0: for
types that never get confused, and w: for types that
are sometimes confused. w is a weighting factor that
should represent how often the two types are confused.
w will be multiplied with the score assigned to the
English translation in order to favor translation pairs
belonging to the same type.

Several similarity measures can be used to mea-
sure NE’s similarity, namely: the phonetic translit-
eration similarity, phrase-based translation similarity,
and word-based translation similarity. In the follow-
ing subsections, we will describe each of the measures,
and then discuss how the measures were combined.

3.2.1 Transliteration similarity

To measure the transliteration similarity between two
NE’s, we measure the length-normalized phonetic
based edit distance between the two words. We use
the Editex technique [17] that makes use of the pho-
netic characteristics of individual characters to esti-
mate their similarity. Editex measures the phonetic
distance between a pair of words by combining the
properties of edit distances with a letter grouping
strategy that groups letters with similar pronuncia-
tions.

We use a length-normalized phonetic edit distance
to measure the phonetic similarity between the En-
glish NE, and a womanized Arabic NE. The length
normalized Editex edit distance is given by:

Ed(w1, w2) = log(1− Editex(w1, w2)
max(|w1|, |w2|)

) (3)

where w1, and w2 are two named entities,
Editex(w1, w2) is the Editex edit distance between w1,
and w2. |w1|, and |w1| are the lengths of w1, and w2

respectively.

3.2.2 Phrase-based translation similarity

To estimate the translation similarity between two
named entities, we use a phrase table like those used
in machine translation systems. To measure the sim-
ilarity between an English and an Arabic NE, we use
an English-Arabic phrase table. Assuming that the
two NE’s are denoted by we, and wa, we search the
phrase table for all records < Pe, Pa, Score > such
that we, and wa are substrings of Pe, and Pa respec-
tively. Let Scorewe&wa be the sum of all scores of those
records. Similarly, we calculate Scorewe

, and Scorewa

by searching for all records such that we is a substring
of Pe, and wa is a substring of Pa respectively and
then summing their scores.

Scorewe&wa =∑
Pe⊃we&Pa⊃wa

Score(< Pe, Pa, Score >) (4)

Scorewe
=

∑
Pe⊃we

Score(< Pe, Pa, Score >) (5)

Scorewa
=

∑
Pa⊃wa

Score(< Pe, Pa, Score >) (6)

Hence, the phrase-based translation similarity can
be expressed as:

PTSim(we, wa) =
Scorewe

+ Scorewa

2 ∗ Scorewe&wa

(7)

3.2.3 Combining Similarities

Some correct translation pairs score highly on one
measure and not the other. Other correct pairs score
highly on both measures. Some incorrect translation
pairs may have moderate scores on both measures.
Hence averaging or weighted averaging does not work
well for combining scores. To combine scores, a simple
ORing mechanism is employed. If only one measure
hits, we use it. If both measures hit, we use the mea-
sure with the higher score. The score is then multiplied
with the weight from the confusion matrix to favor
NE’s from the same type and from confusing types.

ts = TransSim(we, wa) (8)

ps = PTSim(we, wa) (9)

Sim(we, wa) = w ∗max(ts, ps) (10)

where w is a weighting factor from the confusion
matrix, we and wa are the English and Arabic named
entities, TransSim(we, wa) is the transliteration sim-
ilarity score, and PTSim(we, wa) is the phrase-based
translation similarity score.

4 Extracting named entity
translation pairs from par-
allel corpora

In this section, we show how we can make use of
aligned parallel corpora to generate named entity
translation pairs. We use an Arabic/English sen-
tence level aligned parallel corpora to extract Ara-
bic/English named entities translation pairs. The
starting point for the NE pairs extraction algorithm is
a word-level alignment between the parallel sentences
obtained from a maximum entropy aligner similar to
[7]. Word alignment was first introduced and used
in the field of statistical machine translation [1], later
on it was employed in several other NLP applications.
The maximum entropy aligner takes an Arabic sen-
tence (ai:1≥i≤m), and an English sentence (ej:1≥j≤n),
then it generates the best alignment a → e by linking
each Arabic word ai with its most likely English trans-
lation ej . The Arabic and English sentences are also
tagged with an entity detection system similar to [3]
that identifies all name, nominal, and pronoun men-
tions in the text.

The NE pairs extraction process starts with one of
the languages, language A, and tries to find for each
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name mention detected in language A a correspond-
ing name mention in language B using the alignment
information. The process is repeated starting from
language B trying to find corresponding name men-
tions in language A. We obtain two entities alignment
relations:

A1 = (a, e(a)) : ∀a

A2 = (e, a(e)) : ∀e

where a, and e represent all Arabic and English iden-
tified name mentions respectively.

The result of word alignment is not perfect. Hence,
the pairs resulting directly from word alignment fea-
tures should be handled with care. We subject the
resulting pairs to several filters to exclude ill-formed
pairs. The first filter excludes pairs if the length of
any of their constituents exceeds a predefined thresh-
old. This makes sure that entities that appeared due
to errors in the alignment or entity identification are
excluded. It is highly likely that entities forming a
translation pair would have close lengths. Hence, the
difference in length between the Arabic and English
entities is also considered to filter out incorrect pairs.

Entities consisting of several words usually contain
function words. The word alignment system usually
fails to align function words between English, and Ara-
bic sentences. To alleviate this problem, unconnected
function words that lay within the entity are included
in the generated pair.

The remaining pairs can be classified into three
classes:

1. Pairs belonging to the intersection of the two en-
tities alignments

2. Pairs belonging to the English/Arabic alignment
only

3. Pairs belonging to the Arabic/English alignment
only system

All the pairs mentioned above are added to the fi-
nal translation pairs table, yet are assigned different
weights. Pairs belonging to the intersection of the two
entities alignments are highly precise pairs, and hence
are assigned the highest weight. English entity de-
tection annotators usually do better than their Ara-
bic counterparts. Hence, higher confidence (weight)
is given to pairs generated from the English/Arabic
alignments.

5 Experimental Setup

5.1 ACE Entity Translation Evalua-
tion

ACE is an evaluation conducted by NIST to measure
Entity Detection and Tracking (EDT) and Relation
Detection and Characterization (RDC). The EDT task
is concerned with the detection of mentions of enti-
ties, and grouping them together by identifying their
coreference. The RDC task detects relations between
entities identified by the EDT task. Recently, ACE
added a new Entity Translation (ET) task. The ob-
jective of the ET task is to take a document in a for-
eign language, and emit an English language catalog
of the entities mentioned in the foreign document. We

System Precision Recall F-measure
Baseline 62.9 63.5 63.2
Baseline+Cmp 63.2 64.1 63.6
Baseline+Par 64.4 65.0 64.7
Baseline+.5P+.5C 63.0 63.7 63.4
Baseline+Par+Cmp 65.0 65.4 65.2

Table 1: Precision, recall, and F measure for the base-
line and modified systems

choose the ET task to show the performance of the
approach we propose.

5.2 The Baseline System

The baseline is a phrase-based statistical machine
translation system. It relies on two major compo-
nents: phrase translation models and DP-based phrase
decoder [12]. The phrase translation pairs are ex-
tracted via word alignment, projection and extension
algorithms. The baseline system was trained on LDC
Arabic/English parallel corpus. The phrase-decoder
utilizes different cost functions, like Translation cost,
LM cost, Distortion cost, and Sentence length cost.

5.3 Test data

The test dataset comes from ACE entity translation
evaluation development set. All entities in the test
data were manually annotated. The test data is com-
posed of 54 Arabic document, and 18,536 words. The
test data came from both newswire and weblog data.
The data contained 5911 manually annotated named
entities. Among them GPE, PER, ORG, and LOC
accounted for 2910, 1936, 977, and 88 entities respec-
tively.

5.4 Experimental Results

To evaluate the system performance, we performed
experiments to measure the document aligner perfor-
mance and the extracted translation pairs quality.

To measure the document aligner performance, we
picked a total of 380 news stories from Associated
France Press (AFP) Arabic news. We also picked
about 25000 news stories from English AFP stories.
For each one of the Arabic documents, we used the
system to find corresponding English document taking
into consideration that we are not sure if an equiva-
lent document does exist in the English side or not.
Each proposed document pair proposed by the system
has been evaluated, by a bilingual speaker, as follows:
Similar: The two documents are similar and talking
about the same event, Related : Same topic but pre-
senting different aspects of the same news, and Not
Similar: The two documents are not similar. The sys-
tem proposed exact similar documents in 70% of the
cases , while proposed related documents for 22% of
the cases and proposed not similar documents in 8%
of the cases. As related documents will most likely
contain similar named entities, the total accuracy of
the document aligner would be 92%.

To evaluate the effectiveness NE translation pairs
extraction method, we test it on the ACE Arabic-
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Baseline Baseline+Cmp Baseline+Par Baseline+0.5P+0.5C Baseline+Par+Cmp
Type P R F P R F P R F P R F P R F
GPE 68.5 67.2 67.8 67.4 65.9 66.7 68.8 67.5 68.1 67.7 66.3 67.6 70.0 68.7 69.4
LOC 31.1 37.1 33.8 29.9 36.0 32.7 30.8 37.1 33.7 30.6 37.1 33.6 31.1 37.1 33.8
ORG 32.4 32.3 32.4 32.1 32.1 32.1 32.9 32.9 32.9 32.2 32.1 32.1 32.9 32.9 32.9
PER 41.3 42.2 41.7 41.4 42.3 41.8 43.2 44.0 43.6 41.6 42.1 42.1 43.1 44.0 43.6

Table 2: Results for different NE types

English entity translation task. We extracted named
entity translation pairs from comparable and parallel
corpora and used them to improve the baseline sys-
tem described above. Precision, recall, and F-measure
for the baseline system, baseline with translation pairs
from comparable data, baseline with translation pairs
from parallel data, baseline with 50% of all data, and
baseline with all data are shown in table 1. We no-
tice from the table that both the precision and recall
have been improved by the addition of the translation
pairs extracted from parallel data, comparable data,
or both.

To further study the system performance, we cal-
culated the precision, recall, and F-measure for all
systems described above for each named entity type.
Those results are shown in table 2. GPE, LOC,PER,
and ORG stand for geographical political entity, loca-
tion, person, and organization respectively. We notice
from the results that the system achieves better im-
provement for the GPE and PER types. It achieves
less improvement for LOC, and ORG types. This is
due to the low percentage of LOC and ORG NEs in the
training and test data compared to that of the GPE,
and PER NEs. In addition, ORG NEs are usually se-
mantically translated word-by-word. This is usually
done well by the word and phrase translation compo-
nents in the baseline system.

6 Conclusion

Several natural language processing applications need
a robust named entity translation system. Such sys-
tem would certainly benefit from the existence of a
named entity dictionary or translation list. In this
paper, we presented an approach for exploiting both
comparable and parallel corpora to extract named en-
tity translation pairs. We used this approach to build a
large dictionary of Arabic/English named entity trans-
lation pairs. The quality of the extracted pairs was
evaluated by showing that it improves the performance
of an ACE entity translation system.
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