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Figure 1. We present a novel take on mixed reality, called Remixed Reality. The user (left) wears a VR headset and sees a live recon-
struction of the environment (second left) captured through multiple external depth cameras. This allows leveraging the benefits of 

virtual environments (e.g., easy modification of the environment by removing geometry, second right) and dynamic viewpoints 
while allowing users to see the actual physical world (e.g., teleportation, right). All images in the paper were captured live with our 

working implementation of Remixed Reality.

ABSTRACT 
We present Remixed Reality, a novel form of mixed reality. 
In contrast to classical mixed reality approaches where users 
see a direct view or video feed of their environment, with 
Remixed Reality they see a live 3D reconstruction, gathered 
from multiple external depth cameras. This approach enables 
changing the environment as easily as geometry can be 
changed in virtual reality, while allowing users to view and 
interact with the actual physical world as they would in aug-
mented reality. We characterize a taxonomy of manipula-
tions that are possible with Remixed Reality: spatial changes 
such as erasing objects; appearance changes such as chang-
ing textures; temporal changes such as pausing time; and 
viewpoint changes that allow users to see the world from dif-
ferent points without changing their physical location. We 
contribute a method that uses an underlying voxel grid hold-
ing information like visibility and transformations, which is 
applied to live geometry in real time. 
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INTRODUCTION 
Mixed reality and augmented reality aim to alter users’ per-
ceived physical environment, for example by adding virtual 
objects, altering real-world objects, or replacing them with 
virtual content. Many of those changes, however, are chal-
lenging to achieve. To remove a physical object, for example 
to simulate remodeling of a room, any technology must be 
able to overlay the existing physical object with virtual con-
tent so that the object is no longer visible. This means it must 
rely on precise alignment of virtual and physical objects, the 
ability to extract background information from behind the 
physical object, and a display technology that is capable of 
overlaying the physical object with the extracted background 
information in a way that the original object is no longer vis-
ible. Since typical mixed reality technologies operate on 
front-facing cameras and a head-mounted see-through dis-
play or video see-through displays, these changes can be 
challenging to achieve, for example because the front-facing 
camera does not see the environment behind the physical ob-
ject that should be removed.  

In virtual reality (VR), on the other hand, the user only sees 
rendered geometry. Because this can be arbitrarily changed 
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in real time, every object or even the user representation it-
self can be subject to change. In contrast to mixed reality, 
however, the environment tthe user sees does not necessarily 
mirror the real world. Even a VR user viewing a virtual rep-
resentation of the room they physically occupy would typi-
cally find that any changes in the real room would not be 
reflected in the virtual room since the geometry they see is 
not live. 

In this work, we introduce Remixed Reality, an approach that 
aims to combine the benefits of augmented reality and virtual 
reality. We created a mixed reality environment in which us-
ers see a live view of their environment. In contrast to other 
mixed reality approaches such as the work by Miyaki and 
Rekimoto [28], users do not see the image from a head-
mounted front-facing camera. Instead, we equip the environ-
ment with multiple RGB-D cameras (Microsoft Kinect v2). 
These depth cameras are positioned to obtain maximum vis-
ual coverage of the room. Users wear an immersive head-
mounted display (HTC Vive) and see a reconstructed live 
view of the environment (see Figure 1). We transform the 
user’s viewpoint in this reconstructed live representation of 
the room to match their physical position in the room. This 
means that physical objects and their virtual representations 
are aligned. Since the data is live, any changes in the physical 
environment (e.g., furniture moving, or people entering the 
room) are visible in real time to users.  

Remixed Reality can be seen as a different type of see-
through augmented reality that allows users to experience 
their physical environment (the reality in the taxonomy of 
Milgram and Kishino [27]), while it also enables manipula-
tions that are usually only available in purely virtual environ-
ments (the virtuality [27])). For example, users can easily 
“erase” geometry in the room (Figure 1, second right), ena-
bling applications such as simulated room remodeling. Since 
the cameras cover the environment from multiple angles, us-
ers can erase parts of the room and see the environment be-
hind these parts. This approach also allows recoloring, mov-
ing or copying objects. Since all changes are applied contin-
uously on the live geometry, any moved or copied object 
continues to update dynamically in real time after the opera-
tion is invoked. Furthermore, since the environment is a 3D 
model, changing the user’s view is as simple as modifying 
the graphics camera eyepoint, enabling virtual motion (in VR 
referred to as teleportation). For example, a user can move 
to another part of the room virtually to inspect the environ-
ment from a different perspective without changing their 
physical location (Figure 1, right). Remixed Reality also al-
lows making temporal changes. Users can halt time (i.e., sus-
pend receiving live data) and move freely in their static re-
constructed environment. They also can record events (e.g., 
meetings) and play them back at any desired speed.  

Since the data from the environment changes at every frame, 
we separate the operations we wish to apply to dynamically 
changing geometry from the geometry itself. Instead of per-
forming modifications on a polygonal reconstruction or point 

cloud, we use an underlying voxel grid that records interac-
tions on the geometry, for example applying transformations 
like translation and scaling, and changing visibility. These 
interactions are applied continuously on live geometry, a cru-
cial feature in our system. 

Remixed Reality extends the space of possibilities in mixed 
reality and provides a way to seamlessly bridge the virtual 
and physical world. It gives users full control over how they 
perceive their physical environment. This allows them to 
make nearly arbitrary modifications, including those that 
would not be plausible in the real world. 

Contributions  
• The concept of Remixed Reality, blending the virtual 

and physical world in a novel way.  
• A taxonomy of manipulations and interactions of our ap-

proach, outlining its benefits and limitations.  
• A method to modify live depth data from multiple Ki-

nects in real time using an underlying voxel grid. 
• A detailed description of our platform that enables 

knowledgeable researchers to re-implement our system.  

RELATED WORK 
In this section, we discuss relevant related work from mixed 
reality and virtual reality that aims at blending the physical 
and virtual world. Furthermore, we outline work on handling 
live mesh data, which is important for our approach.  

Blending physical and virtual 
Research in human–computer interaction and computer 
graphics seeks to bridge the gap between the physical and the 
virtual world. There are various approaches to accomplish 
this, from optical and video see-through augmented reality to 
spatial augmented reality via projection mapping. Milgram 
and Kishino [27] categorized this work on a continuum from 
purely virtual to purely physical, outlining various technolo-
gies to achieve this. There exists a wide range of categoriza-
tions and terminologies for enriching the physical world with 
virtual content, for example Mediated Reality [23, 24, 25], 
Dual Reality [18], Hybrid Reality [44]. Most of them share 
the common goal of augmenting the view of the real world 
with virtual information, as demonstrated in early systems 
like NaviCam [38] or on commodity mobile phones [29]. We 
refer readers to work by Billinghurst et al. [4] on various 
techniques. These techniques have evolved over time and are 
now commercially available in recent products: video see-
through augmented reality on recent smartphones, optical 
see-through head-mounted displays on Microsoft HoloLens, 
or video see-through on virtual reality headsets that are 
equipped with front-facing cameras such as the HTC Vive 
headset. In our work, we focus on a tight integration of phys-
ical and virtual content, blending the boundaries between the 
two. In contrast to prior work on augmented reality and avail-
able products, we do not show users a simple camera image 
of the physical world but a 3D reconstruction of their envi-
ronment. This enables changing the physical world as easily 
as the virtual world, which is challenging with typical aug-
mented reality techniques.  

CHI 2018 Paper CHI 2018, April 21–26, 2018, Montréal, QC, Canada

Paper 129 Page 2



 

 

An alternative approach is diminished reality or illusionary 
transparency [23, 24, 25] which usually focuses on removing 
objects from a video feed. Typically, erasing requires infer-
ring the environment behind the object through inpainting 
[11], approximation [52], or using multiple cameras as in our 
implementation. With SceneCtrl, Yue et al. [52] perform 
spatial changes in the environment (erase, copy, move) based 
on 3D reconstruction and display them with an optical see-
through display (Microsoft HoloLens). Their approach relies 
on a static mesh generated during reconstruction, whereas 
changes performed with Remixed Reality apply to live ge-
ometry (e.g., a copied object and its source will both move if 
the source moves).  

Lidarman [28] enables live out-of-body experiences by pre-
senting users with a reconstructed view of a head-mounted 
light and range detection sensor. Remixed Reality uses ex-
ternal cameras to increase the range of possible viewpoints 
and enlarge the space of possible manipulations. Photopor-
tals [17] allow users to record remote and local content, and 
review it in an immersive environment. Remixed Reality 
uses a similar mechanism, but on the whole environment. 

Spatial augmented reality, in contrast to see-through aug-
mented reality, directly augments the physical world to 
change its appearance (c.f., [5]), for example Shader Lamps 
[35], or work by Underkoffler et al. on i/o bulb [47] or Urp 
[48]. Lindlbauer et al. [21] demonstrates manipulating the 
appearance of physical objects by changing their surround-
ing space. The systems described in these works can change 
properties such as color, texture, or size. However, more dra-
matic changes such as completely removing an object are 
challenging. Remixed Reality additionally introduces ma-
nipulation of the user’s viewpoint across space and time, 
which is very difficult with spatial augmented reality. 

Several works take advantage of the possibility to use im-
mersive virtual reality headsets to display physical reality 
with a camera, for example to increase the usability of virtual 
reality [26]. Roo et al. [39] propose a hybrid space, embed-
ded in their concept of One Reality [40], in which users in-
teract with objects in the physical world that are augmented 
with projection mapping. Users could switch to virtual real-
ity to see virtual representations of the same physical objects. 
This allowed them to take on different, sometimes physically 
impossible, viewpoints (e.g., shrinking users).  

Room-scale experiences 
We aimed for a system where users are free to move within 
their environment while changing it. Spatial augmented real-
ity, for example work by Jones et al. (IllumiRoom [15] and 
RoomAlive [16]), similarly allow the viewer to move 
throughout their environment. Raskar et al. [34] also altered 
the environment in the “Office of the Future” project. These 
previous works demonstrated changing the appearance of 
physical objects through direct augmentation. Remixed Re-
ality allows changing the physical environment by present-
ing users with a live representation of the environment, 
which can be fully manipulated. Sra et al. [45] generated a 

virtual environment that roughly reflects a physical environ-
ment while allowing users to freely walk in it. As in typical 
virtual reality approaches, users see a purely virtual environ-
ment. A key feature of Remixed Reality is that that users see 
the physical environment and can leverage its benefits such 
as haptic feedback or being aware of other people in a room.  

Interacting with live depth data 
On a technical level, our approach relies on the ability to in-
teract with the virtual environment and to manipulate it. Most 
approaches that focus on depth data either rely on static ge-
ometry or continuously refine geometry that is assumed to be 
static. KinectFusion [14], as one example, tracks the envi-
ronment and refines a model by matching consecutive frames 
of depth data. Valentin et al. [49] extended this approach 
with segmentation. Innmann et al. [13] fit a model to the re-
ceived depth data to accurately reconstruct volumetric defor-
mation. With Fusion4D, Dou et al. [8] performed reconstruc-
tion on live data, however their approach does not work for 
large motion such as a user moving through a room. These 
approaches focus on mapping and reconstruction of environ-
ment rather than user interaction. Scheiblauer and Wimmer 
[41] used volumetric representations to perform selection in 
large scale point clouds. Owada et al. [32] introduced the 
“volume catcher,” which allows users to select regions on a 
3D mesh through 2D contours.  Singh et al. [43] used skele-
ton data from meshes to infer possible selections. Bürger et 
al. [7] introduced manipulation techniques for volumetric 
data based on scalar fields. While we also use a volumetric 
representation, we focus on live data, i.e., the mesh changes 
every frame. Aforementioned work focused on interaction on 
static data. Therefore, manipulation performed in one frame 
would be lost in the next frame. In our implementation, users 
perform selections and manipulations on an underlying voxel 
grid, which enables consistency across frames. 

REMIXED REALITY 
We explore the concept of Remixed Reality by identifying a 
taxonomy of possible modifications, illustrated in Figure 2. 
The dimensions of the taxonomy are defined by four main 
types of modifications: spatial, appearance, temporal and 
viewpoint modifications. The taxonomy is inspired by work 
on shape-changing interfaces [36], augmented and virtual re-
ality [27, 23, 21], and other dynamic interfaces [30, 20]. We 
refer readers to the accompanying video for a demonstration 
of our system which implements all modifications. 

Requirements 
The main requirements for Remixed Reality are a means to 
capture a live 3D model of the environment, and a display 
that allows users to see the (modified) physical world and 
virtual objects at the same time. For some modifications, it is 
important that the capture extends beyond what the user may 
physically see from their physical viewpoint and moment in 
time, so that, for example they should be able to overcome 
occlusion and see the physical world behind users. To 
achieve this, we currently use an immersive head-mounted 
display (HMD) and multiple depth cameras in a room. The 
number of cameras required depends on the environment to  

CHI 2018 Paper CHI 2018, April 21–26, 2018, Montréal, QC, Canada

Paper 129 Page 3



 

 

be covered and the location of potential points of interest in 
the room. We currently use eight Kinects for a room of ap-
proximately 4 𝑥	5 meters. While the taxonomy presented in 
this paper was created with our current implementation in 
mind, we believe it also applies to other technological con-
texts. Future implementations might replace the immersive 
HMD with see-through displays that are capable of com-
pletely overlaying the physical world with content, and data 
could be acquired with future hardware such as a few 360 
degree RGB-(D) cameras.  

Spatial modification 
Remixed Reality is appropriate for real-time modification of 
objects and the environment since everything the users see is 
reconstructed geometry. The ability to modify every aspect 
of the geometry, such as shape, size, or position, with avail-
able techniques from computer graphics, is key to making 
typically challenging modifications (e.g., completely remov-
ing an object from user’s view) simple. All changes are illus-
trated in Figure 2 (top left) and can be performed manually 
by users or automatically by the system.  

Reshape 
Geometry including parts of physical objects and the envi-
ronment can be reshaped by moving parts of the geometry or 
performing geometric operations such as erosion, expansion 
or morphing, for example. This enables applications such as 
live-sculpting of physical objects, e.g., for industrial design. 

Erase 
Objects in the environment can be partly or completely re-
moved from the user’s view. This can be valuable for privacy 
considerations (e.g., only specific users can see an object in 
a room) or room re-modeling. This type of diminished reality 
usually requires inferring the environment behind the object. 

Our approach resolves challenges of occlusion since the rep-
resentation of the physical world and the virtual geometry 
shared the same coordinate system. 

Move & Copy 
Objects can be moved by users or the system, for example to 
unblock the view of the environment behind it, without phys-
ically moving the object. Note that motion is not constrained 
by physics, meaning that is possible to move a chair so that 
it appears to be levitating. Copying an object essentially cre-
ates a virtual clone of the physical geometry. Since the rep-
resentation of the physical object and its copy consist of the 
exact same geometry and texture, it becomes difficult for us-
ers to distinguish the copy from the original. Since both op-
erations are performed on live geometry, any changes to the 
source object are propagated to the moved or copied object. 

Scale 
Objects can be scaled arbitrarily, enabling users to remodel 
their environment at will. Scaling can be used to create 
world-in-miniature representations [46], or visualizations 
employing magic lens effects [9, 50], for example. 

Appearance modification 
Appearance modifications are distinct from spatial modifica-
tions in that they only alter the look (e.g., color, texture) of 
the environment, instead of its geometry (see Figure 3). 

Recolor 
Recoloring objects can be performed either by replacing an 
object’s color or blending, for example for applications such 
as ambient displays or interior design. As for most other 
changes, recoloring can be performed on the whole object, 
parts of it, or the static environment. In our current imple-
mentation, the target is specified by the user’s selection.  

 
Figure 2. Taxonomy of possible manipulations for Remixed Reality with four dimensions for modifications: spatial, appearance, 

viewpoint and temporal. For demonstration of all effects, please refer to the accompanying video. 
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Figure 3. Appearance modifications applied to the live view. 

Relight 
Changing the light changes the color of the whole environ-
ment or parts of it indirectly. This enables for example dim-
ming the room light to focus on a task, or gaming scenarios. 
Note that, as with any other changes, the light only changes 
in the virtual rendering of the room, and not in the real room. 

Other artistic changes 
Remixed Reality enables changing the appearance in various 
ways, e.g., for artistic purposes or gaming. This can be 
achieved by applying image filters such as edge enhance-
ment, desaturation or blurring. Figure 3 shows examples of 
such changes, with edges being enhanced using a Sobel filter 
and colors being saturated and turned black and white, re-
spectively. 

Temporal modification 
Remixed Reality also enables changing the temporal proper-
ties of an environment. Any data captured through the depth 
cameras can be paused, recorded and played back at any de-
sired speed.  

Pause time 
Time is “paused” by no longer updating the geometry that is 
presented to users. This does not mean, however, that they 
are presented with a still image of the scene, but rather a 
static 3D reconstruction of the environment. Users can move 
freely in the scene and observe the room at the instant in time 
when the pause command was triggered. Figure 4 shows an 
example where a user paused time during jumping. Even 
though users see a static scene, time in the physical world 
resumes normally. Once the resume-command is triggered, 
users effectively make a “time jump”. Events that occurred 
during a pause can be recorded and played back later. 

Playback and loop 
The representation of the physical world that is presented to 
users can be recorded and played back at various speeds. This 
allows for example slowly replaying short events (e.g., the 
jump in Figure 4), or fast playback of longer events such as 
meetings. Remixed Reality also allows users to repeatedly 
play back events (i.e., looping). 

 
Figure 4. User “paused” time during jumping, then walked 

around the table to inspect the scene. 

Altering viewpoint 
An advantage of Remixed Reality over conventional mixed 
reality approaches is the ability to dynamically alter the 
user’s viewpoint. Since Remixed Reality features large vis-
ual coverage of the environment, users are free to choose 
their viewing location. 

Teleportation and arbitrary movement 
Remixed Reality is naturally suited to camera and viewpoint 
control techniques used in games and virtual reality. We refer 
to discrete viewpoint changes (i.e., specifying a target posi-
tion in the room and going there without physical motion) as 
teleportation, adopted from current virtual reality games. 
Furthermore, users are not constrained to walk on the ground 
but can also fly or walk on walls, for example. This is 
achieved by simply moving the virtual camera away from 
user’s actual tracked position in the room. 

Portals 
Users are not only able to see the environment from their 
current physical or virtual perspective, but to equip the envi-
ronment with “portals.” Conceptually and in our current im-
plementation, a single portal consists of a display area and a 
virtual camera. If no other portal is present, this single portal 
acts like a mirror. By linking multiple portals (e.g., portal A 
shows the view of portal B and vice versa), users can view 
the room from multiple perspectives. Figure 5 shows two 
portals, one placed beside the user, the other behind them. 
By looking at the portal to their left side the user can see 
themselves from behind.  

Portals can be viewpoint-dependent or viewpoint-independ-
ent and have been used for navigation in virtual reality (e.g., 
[6, 10]). Viewpoint-dependent portals essentially behave like 
a fishtank VR display [42], meaning that the perspective (i.e., 
the virtual camera’s rotation) changes according to a user’s 
perspective. Viewpoint-independent portals are similar to 
conventional displays with a static virtual camera. Portals 
can also be used to constantly monitor regions-of-interest as 
in the work by Lin et al. [19]. 
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Figure 5. Portal A shows the view of portal B (side of user), 

while portal B shows the view of portal A (back of user). 

In our current implementation, those portals can not only be 
used for viewing but also as ways to transport objects and 
users, inspired by the game Portal by Valve Corporation. By 
moving an object into a portal (i.e., triggering a collision), 
the object is moved “through” the portal to the location of the 
linked portal. Users can perform the same action themselves 
(i.e., walk through a portal) as an alternative to teleportation.  

Changing perspectives 
For certain applications, keeping a constant overview of the 
environment can be valuable. By default, the user’s view em-
ploys a conventional perspective graphics camera. We can, 
however, use other camera models that feature, for example, 
fisheye lenses or arbitrary distortions to give users the ability 
to easily enlarge their field of view, as shown in Figure 6. 
This furthermore enables modifications of the viewport such 
as real-world zooming, or x-ray (i.e., viewing through ob-
jects), or taking on the perspective of another person (or even 
object) in the environment. 

Virtual content in a reconstructed reality 
Mixed reality approaches allow the environment to be aug-
mented and extended with virtual objects. Typically, virtual 
content overlays real objects to convey information. Re-
mixed Reality additionally allows erasing a physical object 
and optionally replacing it with a virtual one. One example 
is demonstrated throughout many of the example images in 
this paper: to fill holes in the reconstructed floor caused by 
an incomplete model of the room, we replaced the floor with 
a virtual ground plane with a texture similar to the physical 
floor. Since it is visually similar to the actual floor, it blends 
into the room nicely.  

 

 
Figure 6. Users can be presented with different perspectives on 
the current environment. Top shows a perspective with a con-
ventional camera model. Center shows a projection to a half-
cylinder and all contents duplicated. Bottom shows a projec-

tion onto a sphere for contents within a certain distance. 

Conventional mixed reality applications aim to render phys-
ical and virtual objects with the same high visual quality, and 
therefore must properly handle lighting, occlusion and an-
choring of objects in the environment. With our current depth 
camera-based implementation, object occlusion and anchor-
ing are resolved automatically since the room’s physical en-
vironment is effectively physical and virtual at the same 
time. Note that occlusion (i.e., areas without visual coverage) 
still occurs for regions that are not covered by any of the ex-
ternal cameras. This could be resolved by using more cam-
eras or cameras with a wider field of view. Physical and vir-
tual objects share the same coordinate space, making anchor-
ing easy. Correct inter- and intra-object occlusion is achieved 
by presenting users with the 3D reconstruction of the physi-
cal world. Considering visual quality, our approach also re-
quires equalizing visual quality of physical and virtual ge-
ometry. Due to the rather low resolution of the depth cameras 
and calibration noise, the overall visual quality of the envi-
ronment suffers. Consequently, the visual quality of the vir-
tual objects should probably be decreased as well so that they 
do not attract undue attention. This could be achieved by an-
alyzing geometric noise and colors retrieved from the depth 
cameras and forming a model from those parameters. By ap-
plying this model as a filter to virtual objects, the gap in vis-
ual quality would be decreased. We plan to investigate this 
in the future. 
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Safety considerations 
Erasing or displacing physical objects, pausing time, and tel-
eporting lead to potential safety challenges. Users lose the 
ability to judge whether physical objects are in their way, 
which can lead to bumping into those objects. This could be 
resolved by more advanced “chaperoning” techniques, such 
as rendering erased geometry as opaque or semi-transparent 
when users are in their proximity. Furthermore, applying 
techniques such as redirected walking [37] or inverse haptic 
retargeting [1] (e.g., warping the environment in a way that 
users do not touch anything) could resolve this challenge. We 
plan to investigate this interesting part of research in the fu-
ture, especially since this not only applies to our approach 
but many virtual reality scenarios. 

IMPLEMENTATION 
Our current implementation relies on two main components, 
the data acquisition and reconstruction of the environment, 
and displaying and interacting with the reconstructed envi-
ronment. Note that the user is not equipped with a head-
mounted camera (only a head-mounted display), since their 
position might be independent of their viewpoint. The exter-
nal cameras in our approach allow easy handling of occlu-
sion and geometry alignment. An overview of the system is 
illustrated in Figure 7. 

 
Figure 7. Overview of the Remixed Reality system. 

Overview 
Data acquisition and reconstruction is performed using the 
RoomAlive Toolkit1 [16]. In the example shown in this pa-
per, the room is equipped with eight Kinect v2 cameras. Each 
of the cameras is connected to a compact server PC (Intel 
NUC) which receives data from the depth cameras and sends 
the compressed depth and color data to the RoomAlive cli-
ent, running on a commodity gaming PC. All PCs run Win-
dows 10. The client performs decompression and reconstruc-
tion. Display and interaction is implemented in Unity 5.6 and 
SteamVR, which also runs on the client computer. A virtual 
reality headset (HTC Vive) and its trackers are connected to 
the client and used for displaying the geometry. Data ex-
change between the RoomAlive client application and Unity 
is implemented as a custom native Unity plugin. All shaders 
are implemented in DirectX 11. 

                                                             
1 https://github.com/Kinect/RoomAliveToolkit 

Calibration & data acquisition 
The depth cameras are calibrated using the RoomAlive cali-
bration procedure, which was built for dynamic projection 
mapping. Six projectors were installed in the environment to 
display Gray codes onto the physical surfaces in the room. 
Using projectors could be omitted by performing the calibra-
tion directly on the received data for example using the iter-
ative closest point (ICP) algorithm [3] for alignment.  

The depth and color data is compressed (lossless depth com-
pression based on [51], JPEG color compression) and sent 
over Ethernet to a computer running the RoomAlive client 
application. The eight Kinects produce approximately 400 
Mbit/s of data, which is well within the limit of a regular net-
work switch (typically 1 Gbit/s). This also means this ap-
proach would scale to more than eight cameras if the required 
network bandwidth is available. Data can be processed and 
rendered at the client in real-time at a maximum of 100 
frames per second, which is higher than the framerate of the 
Kinect cameras (typically 30 frames per second).  

The data is decompressed on the RoomAlive client and re-
constructed using the camera parameters retrieved in the cal-
ibration procedure. The client also performs basic filtering 
and noise rejection and shares the data with Unity through a 
custom plugin.  

Displaying live depth data 
A custom Unity plugin handles data exchange between the 
RoomAlive client and Unity. In our current implementation, 
we create a Unity scene with multiple meshes for exchanging 
the data. The data of eight Kinects results in approximately 
2 million vertices per frame. The meshes are represented as 
multiple compute buffers, shared between Unity and the 
RoomAlive client. This means that, while the data is updated 
constantly, Unity does not require its own copy of the data.  

For display, we use a HTC Vive VR headset with the base 
stations for tracking mounted in the room. The coordinate 
systems of the mesh and the VR headset are manually 
aligned once (adjusting an affine transformation in Unity) 
and the resulting matrix is stored in Unity. This allows the 
physical world and its geometric representation to be tightly 
aligned. Note that there is no drift over time since the coor-
dinate systems of the Kinects and the VR headset do not 
change over time. Calibration accuracy was in the range of 
few centimeters, which from our experience was sufficiently 
accurate for users to grab items (e.g., a remote control on the 
table). Accuracy could be further improved by using a semi-
automatic multiple-point calibration procedure, for example. 

The user is represented as camera in Unity. Since the tracked 
space of the headset and the mesh data are aligned, user mo-
tion in the physical space is forwarded as camera motion, al-
lowing the user to move freely in the tracked space. For tel-
eportation, we move the camera that represents the user. 
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Modifying live depth data for interaction 
Modifying a mesh, for example erasing or moving parts, typ-
ically involves modifying its underlying vertices. In our case, 
however, the mesh that represents the environment changes 
at a rate of 30 frames per second. Since there is no corre-
spondence between the meshes over time, any change per-
formed on the mesh at one frame would not carry over to the 
next frame. Retaining changes between frames would require 
aligning the raw vertices (e.g., using ICP or optical flow) and 
determining which vertices have been changed due to inter-
action. In our case of approximately 2 million vertices, this 
operation would be very computationally expensive, poten-
tially prohibiting real-time interaction. Therefore, we rely on 
an underlying volumetric representation of interaction data 
that is maintained simultaneously. The polygonal reconstruc-
tion is used solely for display purposes. We implemented a 
3D voxel grid comprised of 1.35 million voxels (150 width 
𝑥	150 length 𝑥 60 height), resulting in a voxel size of approx-
imately 3 cm in our room (4 m 𝑥 5 m x 2.5 m), shown in 
Figure 8. The voxel grid is initialized as a compute buffer 
shared between Unity and the native plugin and passed to all 
shaders. The voxel grid and the geometry from the depth 
cameras share the same coordinate system, meaning that 
each vertex has a corresponding voxel (however a voxel typ-
ically contains multiple vertices). 

 
Figure 8. We store interaction data (e.g., changes in visibility, 

transform, color) in an underlying voxel grid (left) that is 
aligned with the geometry retrieved from the depth cameras 

(right). Users do not see the voxel grid. 

This means that although vertices between frames do not 
have any correspondence, they do fall in the same voxel if 
there was no motion between frames. This is key to enable 
modifying the geometry and preserving changes over time. 
When the user selects geometry, this selection is performed 
on the voxel grid rather than the geometry. Each voxel holds 
flags for interaction data, i.e., if it has been selected, colored, 
hidden, moved or copied. In the geometry shader that gener-
ates the mesh, each vertex queries its corresponding voxel. 
Based on the flags that are specified in the voxel, the shader 
performs the corresponding interaction, for example translat-
ing a vertex if the move-flag is active. This process is illus-
trated in a 2D example in Figure 9. 

Note that in this approach all actions are performed on a per-
vertex basis, requiring the examination of only a small frac-
tion of the voxel grid. This means that the resolution of the 
voxel grid can be increased up to the limit of the graphics 
card’s memory, since every interaction is basically a look-up 
in the voxel grid per vertex. Thus, the computational com-
plexity only scales proportional to the number of vertices, not 
the number of voxels. While we currently use 1.35 million 
voxels for 2 million vertices, we tested this implementation 
with up to 50 million voxels on the same number of vertices. 
This only increased the time to upload the voxel grid onto the 
GPU (only performed once at the start of the software). 
Keeping voxel size constant, this means that this approach 
can cover a room significantly larger than the one used in our 
experiments. 

 
Figure 9. Workflow for modifying live mesh data. For all new 

geometry (left), we perform a lookup operation to find the 
voxels at the same position (center). Each voxel contains spe-

cific flags regarding properties such as visibility or translation. 
Those flags are then applied to the geometry (right). In this 

case, vertices that fall within the left voxel are erased, i.e., dis-
carded by the geometry shader.  

User interaction with volumetric handles 
Users interact with the environment using spherical selection 
handles. The interaction is related to the “go-go” technique 
[33], and allows performing selections on physical surfaces 
without bumping into them. The handles manipulate the 
voxel grid that is applied to the environment’s geometry (for 
example the “erase” handle sets the corresponding voxels to 
“hidden”). This manipulation is performed on the GPU by 
passing the voxel grid to the shaders that render the handles.  

APPLICATIONS 
We utilize the proposed capabilities in a variety of applica-
tions taking advantage of spatial, temporal, viewpoint and 
appearance modification. 

Interior design 
We created an application that allows users to remodel their 
room. First, users erase any objects in the room they want to 
replace. They can then trigger a second purely virtual room 
that is equipped with furniture, and teleport themselves into 
this room. By moving furniture into the physical space, they 
can see what the remodeled room would look like, for exam-
ple as in Figure 10. By placing virtual seating furniture where 
physical chairs are, they can also sit “on virtual objects”, tak-
ing advantage of the physical objects as haptic proxies for 
virtual objects (as in [12]). 
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Relive a meeting  
Because the complete physical environment in a room can be 
recorded, users can relive any past event, for example meet-
ings. When “watching” the meeting while in the room, users 
can choose to either sit at an empty chair or take the perspec-
tive of another attendee. The perspective can be changed any 
time, for example through teleportation. Since the data is rec-
orded, users can also choose to “attend” the meeting at in-
creased speed or jump back in time during the meeting to 
important moments. 

 
Figure 10. The user has erased the table and chairs in the 

room and replaced them with virtual furniture (couch, table, 
chair). Note the virtual second floor with furniture on the top 

right. Users can teleport there to retrieve virtual objects.  

Gaming 
Remixed Reality can be used for gaming purposes. To 
demonstrate this, we created a simple shooting game. Players 
can dim the light in the room (virtually), and use a blaster to 
erase geometry in the room. The geometry spawns back after 
a few seconds. Combining this with other changes in appear-
ance, for example enhanced contours, and playback of pre-
recorded scenes, leads to an immersive gaming experience in 
the physical world without players being bound to physical 
constraints, e.g., they can fly rather walk on the ground. 

Investigate posture 
Users can halt time at any point. This allows for example ap-
plications such as investigating the posture of fast move-
ments. As an example, by pausing time at the moment a base-
ball player hits a ball, common errors such as collapsing the 
back side or dipping the shoulder can be viewed first hand 
and corrected. Remixed Reality allows not only capturing 
and viewing this moment in 2D but as a full 3D representa-
tion that users can walk around and even virtually correct a 
posture through sculpting. 

Remove distraction 
By incorporating Kinect body tracking, users can choose to 
remove the unwanted distraction caused by other people in 
the room. In this mode, the system removes all users by eras-
ing the geometry sufficiently near to the position of their 
tracked heads. By incorporating object tracking based on ge-
ometry rather than head position, this removal could be more 
fine-grained. 

Fast viewpoint switch 
When performing actions on larger objects, for example fas-
tening a knot around a large box, or reaching for something 
that is occluded by a large object, users may need to walk 
around the object to see what they are doing. Remixed Real-
ity allows quickly changing the user’s perspective (currently 
by pushing a button on the controller), which enables them 
to look behind or around objects without changing their 
physical location.  

EXTENSION: REMIXING REMOTE REALITY 
While the core concept of Remixed Reality focusses on co-
located interaction, users can also incorporate remote spaces 
into their environment or interact with a remote environ-
ment. Incorporating spatially distant locations into a single 
environment is performed by aligning and blending the two. 
Furthermore, this enables interactions such as adding a 
smaller representation of one environment into another, sim-
ilar to concepts such as world-in-a-miniature [46] or Holo-
portation [31], as shown in Figure 11. This seamless blend-
ing (remixing) of multiple environments enables applications 
in telepresence or remote collaboration. Multiple blended en-
vironments are largely indistinguishable in terms of visual 
quality and immersion since they use the same capture and 
rendering processing pipeline. 

 
Figure 11. The live view of a remote user is placed as a minia-

ture on the table. 

LIMITATIONS 
While Remixed Reality offers advantages in terms of modi-
fications that go beyond conventional mixed reality ap-
proaches, several challenges arise. 

Visual quality 
The visual quality of the live 3D reconstruction presented to 
users depends on the resolution and positioning of the exter-
nal depth cameras used by the system. Higher resolution 
depth cameras would partly alleviate the problem of low vis-
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ual quality. Furthermore, by incorporating more advanced al-
gorithms for live filtering and reconstruction or adding 3D 
scans of static parts of the environments (e.g., KinectFusion 
[14]), the visual quality could be improved. This, however, 
is challenging due to the large size of the overall recon-
structed mesh. Any algorithm for visual enhancement would 
need to run in real time, a demanding requirement for many 
existing techniques. We plan to enhance the overall visual 
quality of our system as one of the next steps. This would 
further allow us to investigate which degree of visual fidelity 
is necessary for users to be even more immersed in the sys-
tem, and potentially “forget” that they are wearing a headset. 

Infrastructure and visual coverage 
Our current implementation requires the installation of mul-
tiple depth cameras in a room to obtain large visual coverage 
of the environment. This, however, might not be feasible for 
many users. We envision that our approach will also work 
with different (future) camera technologies, for example 
through the use of a small number of 360-degree depth cam-
eras. Future research also needs to tackle challenges when 
capturing surfaces that are not well captured by current cam-
eras, such as transparent surfaces. We further plan to inves-
tigate how Remixed Reality can be implemented with fewer 
cameras, for example in part by using a single head-mounted 
camera that retains a copy of obtained geometry and updates 
this presentation constantly. This, however, would poten-
tially prohibit large changes in viewpoint and lead to uncap-
tured areas due to occlusion. 

Haptic feedback 
Remixed Reality offers users a full, correct passive haptic 
experience before nearby geometry has been manipulated. 
This effect can be degraded as users modify their environ-
ment by erasing geometry, changing their viewport, or tele-
porting themselves, for example. Resolving this challenge 
would require techniques such as haptic retargeting [1] or 
other haptic proxies (e.g. [12]) to restore tactile sensation 
even when the physical and the virtual world no longer 
match. 

DISCUSSION AND FURTHER WORK 
Remixed Reality aims at combining the benefits of virtual 
and augmented reality, effectively blending physical and vir-
tual spaces. The ability to easily modify many aspects of an 
environment is enabled by presenting users with a recon-
struction of the environment. Benefits of mixed reality such 
as viewing the actual physical reality with real haptic sensa-
tions are preserved by using a live view of the environment. 
Remixed Reality enables a broad range of applications and 
interaction that have previously only been achievable in 
purely virtual environments, such as teleportation or tem-
poral changes. We believe our work opens interesting exten-
sions and directions for future work. 

Extended scene understanding 
In our current implementation, the representation shown to 
users is pure geometry (i.e., vertices and faces), without seg-
mentation or knowledge of objects. Incorporating even basic 

scene understanding (e.g., via computing connected compo-
nents) might be useful in some user interactions. This could 
for example be achieved by including segmentation algo-
rithms like the ones used in Semantic Paintbrush [49].  

With extended scene understanding in place, we envision 
that our approach also allows creating applications that allow 
recording, replaying and altering events with specific physi-
cal behavior (cf. Aftermath [22]), for example throwing a 
ball once and replaying this action with various physical pa-
rameters such as velocity or direction. 

From Mediated Reality to Artificial Reality and back 
In his seminal paper on Mediated Reality, Mann [23] intro-
duced the idea of a wearable device that can capture and con-
trol incoming light rays as well as produce light rays, essen-
tially giving users full control over what they see and per-
ceive. We see Remixed Reality as one instantiation of this 
idea, since it affords full control over what users see by con-
verting their environment into live reconstructed geometry. 
Remixed Reality allows users to seamlessly transition be-
tween different levels of virtuality, from seeing the pure 
physical world without augmentation, via partly altered real-
ity to fully artificial reality. While Mann focused mostly on 
visual perception, we envision future versions of Remixed 
Reality capable of altering users’ perception of physics (e.g., 
everything appears to be happening in a zero-gravity envi-
ronment) and perception of time (e.g., everything moves 
slowly). Once users can no longer distinguish what is virtual 
and what is real, we can seek the most comfortable or appro-
priate level of mediation. We envision such a system to be 
suitable for a wide range of psychophysical experiments 
(e.g., investigate out-of-body perception) and to allow us to 
create and extend the experiences Mann envisioned, from 
showing users what a monochromatic environment looks 
like, what the world looks like from the perspective of an-
other person, what living in an upside-down world feels like, 
or extending users capabilities with ability to zoom and see 
through walls. While Mann experimented with some of those 
effects, we see Remixed Reality as a first step of gaining full 
control of what we see and being able to choose the level of 
augmentation we desire. 

CONCLUSION 
In this work we introduced Remixed Reality, a novel form of 
mixed reality. It allows users to see the actual physical world 
but perform changes as easily as in virtual reality. This is en-
abled by presenting and modifying a live 3D reconstruction 
of the environment, captured through multiple external depth 
cameras. We believe this approach allows for applications 
that require altering users’ surrounding space such as dimin-
ished reality, as well applications where users want to make 
temporal changes like pausing time, or recording and playing 
back specific events.  
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