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ABSTRACT
The citizen broadband radio service (CBRS) is a newly re-purposed

spectrum band in 3550-3700MHz, reclaiming spectrum occasionally

used by radars and other incumbents for mobile data communica-

tion. It is also a poster child for future LTE-based dynamic spectrum

access systems. At present, CBRS does not manage interference

from unlicensed LTE users, which we show can be detrimental

for its performance. In this paper we develop F-CBRS, a decentral-

ized spectrum interference management system for unlicensed LTE

users in the CBRS band. We first look at how much information

can each operator be allowed to conceal and how much it has to

be mandated (by a regulator) to disclose, and formally prove that

the network can achieve fairness only if all operators share fully

verifiable information about Access point (AP) locations and user

activity. Using this insight we design a channel allocation scheme

to efficiently utilize spectrum and incentivise collaboration. This

also includes a simple, non-disruptive channel change scheme to

frequently and efficiently change channels to accommodate dy-

namic traffic and environments. Through simulation and testbed

evaluation, we show that we increase throughput of more than 90%

of the flow by 80%-100% compared to the current CBRS protocol.
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1 INTRODUCTION
Motivation: The citizen broadband radio service (CBRS) is an ex-

ample of dynamic spectrum access in the US, for which the FCC has
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provided initial approvals and has a goal of the first deployments oc-

curring in 2018. CBRS is designed to reclaim much of the spectrum

in 3550-3700 MHz, which is occasionally used by maritime radars

on the coast. If successful, it is likely to lead to similar deployments

in other bands and locations (e.g., mm wave spectrum, 2.3-2.4 GHz

in Europe).

FCC rules [1] mandate use of a database to protect licensed users

from unlicensed ones in such deployments. There is no requirement

that the databases regulate interference among unlicensed users,

although it is permissible to do so. In current designs, they are

largely left to coordinate unlicensed users among themselves. This

is particularly challenging in case of CBRS as it uses LTE as the radio

technology. LTE has been designed with centralized coordination

in mind, where networks are run by a single operator who controls

resource allocation in the entire network. In absence of interference

control, LTE link throughput can be severely reduced, up to 10x, as

we show in Section 2.2. MulteFire [2] is an LTE-based technology

that has been proposed for unlicensed LTE operation in unlicensed

spectrum like CBRS band. It uses Listen-Before-Talk mechanism

for fair co-existence with other users in the same spectrum. This

proposal has been under discussion for over 4 years now and still

there are no products on the market today. Widespread MulteFire

deployment will require development of a new wireless ecosystem

from scratch and it is still far from obvious if it would ever be widely

deployed.

In this paper, we focus on designing a decentralized spectrum

interference management system for unlicensed LTE users in the

CBRS band. Our goal is to design a system that achieves fair and

efficient spectrumuse.We ensure that our system is fully compatible

with current LTE standards and can be implemented on available

LTE hardware, without any changes at the user side, and with only

software modifications at the base station. The unique challenges

come from a decentralized LTE environment. Unlike conventional

cellular systems, CBRS spectrum is managed by multiple network

operators and database providers. Our system needs to prevent

misbehaviour and provide the right incentives to yield fair and

efficient spectrum use.

Challenges and our approach:We propose F-CBRS, a novel spec-

trum management component that can be deployed on top of a

standard spectrum database and LTE base stations. At a high level,

F-CBRS proposes a system architecture that provides a way for mul-

tiple databases to coordinate information about their unlicensed

users and derive a common channel allocation. This poses several

challenges.

https://doi.org/10.1145/3281411.3281417
https://doi.org/10.1145/3281411.3281417
https://doi.org/10.1145/3281411.3281417
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The first challenge is how much information needs to be shared

between different databases and operators, and whether we need

to ensure that this information is verifiably correct. All parties

(i.e., regulators, database providers and operators) prefer lighter

regulation to avoid legal and technical complexities. We look at

different options and, perhaps surprisingly, demonstrate that the

only way to provide fair access to all unlicensed user is to build a

system that shares full, verifiable information about access points

locations and respective user activity. We show that the system

can be arbitrarily unfair if this is not the case. Consequently, we

argue that F-CBRS should mandate the full information exchange

between an operator and a database provider, and it should be

deployed as an extension of the current CBRS framework. Note

that CBRS regulations already mandate similar exchange of the

information for other types of users, which is certified and thus

verifiable.

Next, any change in traffic demand will eventually yield a new

channel allocation and will require numerous APs to change their

channel. LTE hardware is designed with a fixed operational fre-

quency inmind andwe demonstrate that any channel change causes

significant disruption. We leverage existing LTE mechanisms to

design a simple, non-disruptive scheme for channel change. This

allows us to frequently change channels in the network and achieve

greater efficiency without affecting users.

Finally, CBRS nodes from the same operator or partner operators

can be even more efficient if they operate on the same channel,

because they can use time sharing and gain from statistical multi-

plexing at a much faster time-scale (Section 2.2). However, in order

to achieve time sharing, cells have to be in sync (through GPS or

IEEE 1588 if indoor) and have to share a central scheduler, which

is often not the case, in particular for nodes from different opera-

tors. We propose a channel allocation scheme that leverages this

observation. The scheme allocates fair fraction of the spectrum to

all participants, whether they use time sharing or not. However,

once the spectrum is allocated, those that use time sharing can

get even more spectrum through statistical multiplexing. Thus, we

incentivise – but do not impose – collaboration among operators

for more efficient spectrum use.

We evaluate F-CBRS on a testbed prototype that includes the

global channel allocation and spectrum reallocation mechanisms

on CBRS small cells. We study large scale behaviour in simulations

calibrated on our testbed measurements.

In summary, our main contributions are:

• F-CBRS provides a spectrum allocation policy for various play-

ers with conflicting incentives in order to come up with an efficient

and fair channel allocation for unlicensed users; we demonstrate

that such mechanisms need full and verifiable information sharing

(Section 4).

•We derive a novel channel assignment scheme that provides

a simple non-disruptive channel change mechanism for LTE that

allows frequent allocation changes, and a channel allocation algo-

rithm that incentivises participants to leverage statistical multiplex-

ing in time, further improving efficiency (Section 5).

•We implement and evaluate key parts of the system on com-

modity CBRS small cells and in large scale simulations. We show an

improvement of 2x in median user throughput and 1.8x in median

page load times for web applications over current CBRS with no

spectrum coordination.

CBRS is one of the first implementations of dynamic spectrum

access, and, if successful, has a potential to fundamentally change

the way we manage spectrum in the future. We believe our findings

can help address one of the main technical challenges of future

dynamic spectrum access systems.

2 OVERVIEW AND MOTIVATION
In this section, we give an overview of the CBRS regulations and

its radio access network.

2.1 CBRS framework
CBRS spectrum consists of bands in the US currently used by mili-

tary radars, fixed satellite and wireless broadband, comprising 150

MHz of spectrum between 3550 and 3700 MHz. The FCC has re-

cently started a process of repurposing the spectrum and allowing

other users to use the same band, provided that they do not interfere

with the incumbents [1]. More specifically, FCC has designed three-

tiered spectrum access framework where tiers have a descending

order of priority access for using the spectrum.

The first tier includes incumbents which consists of all users that

currently use these frequency bands. The spectrum is available to

them whenever and wherever needed.

The second tier are priority access licensed (PAL) users. These
users purchase short-term licenses for CBRS spectrum use, with 3

years as the maximum initial term. The licenses are sold per census
tract, which is a geographical area specified by the US government

and varies in size but typically includes about 4000 inhabitants. A

PAL user can operate on the spectrum in an area if no incumbent

is using that spectrum there.

The third tier are generalized authorized access (GAA) users.
These are the lowest priority users who do not have to pay for

the access. However, the spectrum can be accessed by a GAA user

only if no incumbent or PAL user is present.

Spectrum management is performed by spectrum access sys-

tems (SAS), a set of spectrum databases that coordinate access, by

setting the operating channel and power for PAL and GAA access

points. Each SAS database has to be certified by the FCC in order

to become operational. PAL and GAA users have to register with

an SAS database in order to be allowed to use the spectrum. This

database then provides these users the operational parameters for

their network ensuring that different tiers of priority access are

enforced. Currently, there are 7 applicants for database operators

in the certification process [3] and it is unlikely that there will be

many more given the limited differentiation between the services

they provide.

Different SAS databases have to coordinate through awell-defined

protocol [4] and exchange information about incumbents and PAL

users. In order to provide sufficient protection to incumbents, this

information needs to be propagated to all databases within 60 sec-

onds [4]. If this deadline is not met, the database needs to silence all

of its client cells to protect the operation of higher priority incum-

bents. Therefore, the databases vendors maintain their databases

in tight synchronization with each other.
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Figure 1: Performance of two non-coordinated and collo-
cated APs. Even when the interferer is idle there is a sub-
stantial drop in throughput.

SAS protocol and the CBRS regulations do not mandate coordi-

nation among GAA users and there is currently no requirement

to share information about GAA users. It is left to the operators

and the database providers to coordinate their deployments with

others.

2.2 LTE and coexistence challenges
CBRS is an example of a dynamic spectrum access system that uses

LTE radio technology. LTE is one of the most widely used cellular

standards today. It is based on a continuous access of an AP and its

terminals to its spectrum.

CBRS uses time-division (TDD) LTE technology. The channel is

divided into 10ms frames, each further divided in 1ms subframes.

Each subframe is further divided in frequency, called a resource

block, which carries a data symbol for a particular terminal. A

TDD-LTE system shares subframes between uplink and downlink

transmissions in one of the preconfigured ratios defined by the

standard. This is convenient for dynamic spectrum access as it

only requires a single band to operate. However, LTE has two key

issues that complicate unplanned deployments: lack of coordination

among un-synchronized APs and lack of fast channel switching.

Lack of coordination. In LTE, the ratio and the placement of

uplink and downlink slots cannot be configured during system

operation. This is in contrast with Wi-Fi where multiple transmis-

sions, uplink and downlink, can be coordinated at a fine time scale

using carrier sensing. Therefore, LTE systems have a coordination

challenge, and do not have a default provisioning for coexistence.

This would lead to transmission collision of uncoordinated LTE

links on same channel resulting in huge performance penalties.

To illustrate the co-existence problem of uncoordinated LTE

links (such as GAA), we run a simple experiment in which we set

up a CBRS AP and connect a mobile terminal to it. We first measure

the link throughput in isolation. Then we set up another interfering

CBRS AP next to it on the same channel. At first, this interfering

AP has no terminals associated to it and it only transmits control

signals. Finally, we connect a terminal to the interfering AP and set

up a traffic generator that saturates the interfering links. Figure 1

shows that the performance of a link is severely degraded even

with an idle interferer, and even more with active interference.

Hence, spectrum utilization can be severely degraded in the absence
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Figure 2: Performance of an LTE client when anAP switches
its channel from 10 MHz to 5 MHz.

of coordination. Section 6.2 further discusses the implications of

interference in various setups.

Slow channel switching. LTE networks cannot change the

operational channel at fine time scales. They typically operate on a

single channel over its lifetime.
1
If an AP stops transmitting control

signals, this will disrupt both the control and data channels of the

terminal and cause a disconnect.

We illustrate this with an experiment. Since we cannot instantly

change the operational frequency of an AP, we set up two APs for

the experiment. We set up the first AP on a 10 MHz channel and

the second on a different, 5 MHz channel. We quickly decrease the

power of the first AP and simultaneously increase the power of

the second AP to simulate an event where the AP switches chan-

nel. The throughput achieved by the client is depicted in Figure 2.

The figure highlights that there is a long period during which the

client is disconnected. The disconnection period is lengthy as the

terminal is cut off from the network; the terminal needs to perform

frequency scanning and search for the LTE synchronization fre-

quency at multiple positions and for multiple channel bandwidths,

and subsequently re-attach to the core network. In CBRS, GAA

users are required to switch channels as soon as another higher tier

user is operational in the area. Moreover, interference coordination

among GAA users would also require channel switching quite often.

Therefore, such a large switching overhead is unacceptable for a

practical architecture for GAA operation in CBRS spectrum.

Synchronization in LTE networks. Centrally orchestrated

TDD LTE networks, which we also call synchronization domains,
can allow for multiple interfering APs to transmit on a single chan-

nel. This is achieved by a centralized network controller scheduling

traffic across APs for each resource block in every subframe. Mul-

tiple synchronized APs can combine their spectrum allocation in

a single larger channel, or aggregate their channels using channel

bonding to leverage any opportunity for statistical multiplexing.

Such networks can synchronize their subframes to sub millisecond

accuracy. However, it is unreasonable to expect such a provision

to span across all CBRS LTE deployments, especially given the

uncoordinated deployment of GAA users; yet, a synchronization
domain can span networks of a single or a few partnering operators.

1
In case of channel bonding, an LTE AP can change or disable a secondary channel

but not the primary one.
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Spectrum allocation to GAA users must leverage this LTE feature

for efficient spectrum usage.

2.3 Problem definition
As we have seen from previous discussions, CBRS standards do

not provision for coexistence among GAA users. GAA users are

managed by different entities with conflicting goals (each trying to

maximize throughput of their own users). If mutually interfering

GAA users are not coordinated, the interference can cause signifi-

cant disruption and huge performance penalties. For the interfering

GAA users not synchronized in time, the only option is to assign

them different channels, but frequent channel reassignment poten-

tially induced by varying network load can further reduce efficiency.

However, if interfering users are synchronized and coordinated,

the system should be able to leverage this coordination to improve

spectrum use.

The main questions this paper tries to address are: (a) how to

design a spectrum allocation policy: a regulatory framework im-

posed on GAA users that aligns with incentives of all participants

and yields fair access; and (b) how to design an efficient, decentral-

ized network controller that achieves these objectives while being

compatible with the existing CBRS standards.

3 F-CBRS ARCHITECTURE
In this section, we give a high-level overview of F-CBRS’s architec-

ture. We identify and describe the main building blocks and how

they fit in the bigger CBRS architecture and study each block in

more detail.

3.1 System Architecture
Owing to strict regulatory requirements, SAS architecture is stan-

dardized. Each software component has to undergo an independent

certification and all participants need to deploy certified compo-

nents to make sure protocols requirements are followed. We en-

visage F-CBRS to become an extension of SAS to deal with GAA

users, thus all participants are required to follow F-CBRS protocol

and the relevant information reporting. As we discuss later in Sec-

tion 4, this is the only way to guarantee fair and efficient spectrum

distribution.

SAS database providers have a detailed and consistent view of the

CBRS spectrum used by incumbents and PAL users. As discussed in

Section 2.1, any changes in primaries or PAL users have to propagate

to all other databases in 60s, which is a hard deadline. In F-CBRS,

we also enforce that all databases have to have a consistent view of

GAA users that has to be updated within 60s.

This extension does not impose any significant new synchro-

nization requirement given the small number of expected databases

(currently 7). It only slightly increases the amount of traffic to be

exchanged from what is currently mandated. As explained next

in Section 3.2, we exchange at most 100B of data per AP per 60s

interval. A typical census tract with 4,000 users is likely to have

less than 1,000 small cells deployed, incurring only 100KB of extra

information, about the network, exchanged each 60s. And multiple

census tracts can be processed in parallel, this is well within reach

with todays reliable datacentre designs (c.f. [5, 6])

We also introduce notion of a synchronization domain. As dis-
cussed in Section 2.2, operators can synchronize APs within their

own network through a controller. Synchronized APs can benefit

from statistical multiplexing due to extra coordination in time and

resource block scheduling across APs. A synchronization domain

is a set of APs that are synchronized and controlled in this way.

We split the CBRS spectrum in 30 channels of 5MHz each. Each

AP can be allocated one or more channels. As per LTE standard, it

can aggregate any adjacent 5 MHz channels into a single 10, 15 or

20 MHz channel using a single radio [7]. It can further aggregate

spectrum using channel bonding.

Standard LTE APs are equipped with a frequency scanner that

listens to cell IDs of neighbouring cells and reports back to the

operators. F-CBRS requires operators to share this information

with the databases so that they can build a global view of the GAA

interference graphs. F-CBRS also requires each AP to feature two

radios that can simultaneously operate on two different frequencies

to implement fast channel switching (discussed in Section 5.1). It

is common for today’s hardware to dispose of two radio chains,

as many small cells are provisioned to operate simultaneously in

multiple bands, or feature channel bonding which requires multiple

radios. However, having two hardware radio chains is not a strict

requirement for F-CBRS. Using radio virtualization [8], these radios

can be implemented in software with more complex PHY/MAC

chain over a single hardware radio.

An example of a F-CBRS deployment is illustrated in Figure 3 (a).

There are two database providers (DB) and three operators (OP),

where OP1 and OP2 have a contract with the DB1 and the OP3 has

a contract with the DB2. The operators exchange information with

their database provider about their networks and APs, depicted

with solid arrows. There are two synchronization domains in this

example, one comprising AP1 and AP2, and one AP4 and AP5. AP3

and AP6 do not belong to a synchronization domain. The database

providers further exchange information about the network among

themselves.

3.2 Functional Architecture
CBRS standards [4] dictate that each AP has to report various

parameters to its database, including the location, the antenna

heights, class, etc. In F-CBRS, we also require each AP to send the

following information: (a) The number of active users during the

last 60s slot (2 bytes); (b) The identity of the neighbouring APs

detected through network scanning and its detected signal strength

(i.e., interference graphs, 4 bytes per neighbor); (c) The identity

of the synchronization domain it belongs to (if any, 4 bytes per

domain). In Section 4 we argue that this is the least amount of

information required to achieve fair spectrum allocation. We note

that the overhead is low, with at most 100B transmitted per AP

during each 60s interval. Note that APs share this information with

database providers only. CBRS database service is provided by third

party which is trusted by all operators. Database providers make

sure that this information is kept confidential and not shared with

competing operators due to privacy concerns.

F-CBRS allocates channels in slots where each slot lasts 60 sec-

onds. The intuition for this is three-fold. First, CBRS mandates

database synchronization within 60s [4], so we can ensure that
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Figure 3: (a) An example of a deployment with two databases, three operators and several Access points, some of which are
synchronized; (b) A sample schedule of CBRS spectrum for this network.

databases have a consistent view of the network at the beginning

of the slot without extra communication overhead. Second, the LTE

connection dynamic has a similar time scale: once an LTE radio sets

up a connection, it typically stays connected for 10-20 seconds after

sending the last packet due to the data plane setup overhead [9].

Third, the overhead of channel switching has to be significantly

lower than the goodput during the interval, and 60s interval meets

this requirement.

At the beginning of a slot, each AP reports its information to the

database. During the slot, the database exchanges this information

along with CBRS mandated parameters with all other databases.

Due to CBRS enforced 60s synchronization interval, databases that

are unable to sync with the global view silence their client cells for

that slot, so all operational databases have the same view of the

network at the end of the slot. Further, they all calculate the new

allocation, and send it to the corresponding operators and their

APs.

The new allocation is calculated from the reported parameters.

All databases use the same SINR-based model of the interference

that estimates howmuch throughput a node will get as a function of

link length and aggregate interference (see Section 6.2 for relevant

measurements). They calculate the aggregate interference on each

AP from the interference reports. F-CBRS allows for any fairness

metric that can be calculated with the reported information. In

Section 5 we define a specific one used in the evaluation.

Because they all have the same view of the network, they are

guaranteed to calculate the same allocation by sharing ahead of

time any pseudo-random number generator used in the allocation

algorithm (described in Section 5).
2
Since PAL licenses are sold per

census tract, F-CBRS also derives the spectrum allocation separately

and independently for each census tract (noting that F-CBRS can

easily be implemented across multiple census tract).

The spectrum allowance per AP is proportional to the number

of its active users. This is guided by the notion that the spectrum

is shared resource and each user should get the a fair share. This

choice is justified in Section 4.

2
Alternatively, some database providers may agree to share the calculation of new

allocation as well, to minimize computation load.

Once the new allocation is calculated, the updated parameters

(operating frequency, channel bandwidth and transmit power) are

sent to each AP using the standard CBRS messaging protocol. This

process requires only a loose time synchronization (100s of millisec-

ond) so NTP is sufficient. If an AP is a part of a synchronization

domain then it is also supplied with a list of other frequencies it

can use as a part of the domain. The operator’s central controller

can further adjust frequencies of its APs as long as they don’t cause

interference to any AP not synchronized with its own.

An example of a channel allocation is given in Figure 3 (b). There

are six 5MHz channels denoted with letters A-F. Channel A is

allocated to an incumbent, and channel F is allocated to a PAL user.

The remaining channels are shared by the 6 GAA users. During the

first two slots, T1 and T2, AP3 reports the same number of active

users as AP1 and AP2 together. Similarly, AP6 reports the same

number of active users as AP4 and AP5 together. Consequently, they

get the same amount of spectrum: 2 channels for AP3 and AP6, 1

channels for AP1 andAP4, and 1 channel for AP2 andAP5. However,

as AP1 and AP2 belong to the same synchronization domain, they

can bundle their spectrum into a single 10 MHz channel (D-E); the

same holds for with AP4 and AP5. Note that since AP4, AP5 and

AP6 do not collocate with AP1, AP2 and AP3, they reuse the same

spectrum.

In slots T3 and T4, there is an increase in the number of users at

AP1, AP2, AP4 and AP5. As a consequence, these APs now get 3

channels: C-E. Since AP1 and AP2 belong to the same synchroniza-

tion domain, they bundle the 3 channels into one 15 MHz channel

and share it in time. The same happens with AP4 and AP5. AP3

and AP6 get one channel: B.

4 SPECTRUM ALLOCATION POLICY
We next discuss policies for allocating spectrum. We have two key

desiderata for our allocation. First, we want the allocation to be

work conserving: we wish to allocate all spectrum for which there

is an interested user. Second, we want the allocation to be fair, the

fairness criteria can be arbitrary, depending on what operators

want to enforce. To achieve these goals, we adopt the following

policy.
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Spectrum proportional to the total number of active users
per AP (F-CBRS): Each operator gets the amount of spectrum on

each AP proportional to the number of active users on that AP

and inversely proportional to the number of active users on the

interfering APs. For allocation to be work conserving, any extra

spectrum that can not be used by an interfering AP is also allo-

cated to the APs that can use it. Implementing this policy requires

the operators to report detailed information including usage and

interference information from each AP (see Section 3 for detailed

list of parameters) in a verified fashion (with software certified

by a trusted entity, as in SAS database) so that the databases can

calculate the correct allocation
3
. Note that this is in line with the

current regulators’ thinking – for example the FCC certifies CBRS

client software to verify the validity of any information it uploads

to the database.

In order to justify this choice, we consider some simpler policies

below (CT , BS , RU ), which require less information to be reported

and use an example to show that they can lead to arbitrarily unfair

results. We then consider the possibility of operators (unverifiably)

self-reporting the number of their active users at each AP and

using the same example, we show that this leads to an incentive

issue where operators will misreport the locations of their active

users. We prove a theorem which shows this problem is inherent to

achieving work conservation and fairness in this setting, justifying

our choice of policy.

Same spectrum per operator per census tract (CT ): Each oper-

ator gets the same amount of spectrum in a census tract area. This

model only requires operators to register with the database.

Same spectrum per AP (BS): Each interfering AP gets the same

amount of spectrum as others in the vicinity irrespective of the

operator it belongs to. Actual amount of spectrum would depends

on the number of deployed APs and the interference among them.

This model requires AP locations and their interference sensing

patterns to be reported to generate interference graph. AP locations

are already being shared according to current CBRS SAS rules, and

most LTE APs already sense the spectrum for other APs to perform

network self-optimization.

Spectrumproportional to the total number of registered users
(RU ):

CT and BS assign spectrum irrespective of the number of users

which is unfair to users of large operators. Any new entrant to

the market can create a huge disturbance in spectrum allocation.

RU adds weight to each operator, proportional to its total number

of registered customers, allowing operators with more users to

get more spectrum. This requires number of registered users to be

reported in addition to location and sensing patterns.

All of these policies are clearlywork conserving, so to understand

their fairness consider the following simple pair of scenarios. There

are two census tracts and two operators. Here we assume all APs

in one census tract interfere with each other though this is not the

case in the general setting. The first operator has n active users

at a single AP in the first census tract and none in the second.

The second operator has one AP in each census tract. In the first

scenario, it has n users in the first census tract and 1 in the second,

3
This information is only disclosed to the database providers and is not shared with

other operators.

while in the second scenario it has 1 in the first tract and n in the

second. This is illustrated in Table 1.

Census tract 1 Census tract 2

Operator 1 Operator 2 Operator 2

Case 1: n users n users 1 user

Spectrum: half half full

Case 2: n users 1 users n user

Spectrum: half half full

Table 1: Example of unfair allocation (for large n).

All three of these polices (CT , BS , RU ) implement a fair outcome

in the first scenario (exactly for the first two, and approximately

for large n under the third). However, they are all arbitrarily unfair

in the second, allocating the second operator (approximately) half

the spectrum in the first census tract despite having a single user

to the n of the first operator. While this scenario is extreme, it can

be thought of as capturing situations where there are “urban” areas

where spectrum is in high demand and “rural” areas where it is not,

with all three policies advantaging operators which have relatively

more rural customers
4
.

More generally, we claim that an incentive compatible and work

conserving solution is only possible by revealing complete and

accurate information, as proposed by F-CBRS. To prove this, we

carefully construct a network topology that yields arbitrary bad

fairness. Formally, consider a mechanism design problem based on

the example from Table 1. Assume all parties know that there are

two operators, two census tracts, three APs as above, with the first

operator having n1 active users and the second having n2. Recall
that in this simple example we assume that all APs within one

census tract interfere with each other.

We start by considering a set of direct-relevation mechanisms

and rely on corollaries from [10] to generalize our observations

to any incentive compatible allocation rule. A (direct-revelation)

mechanism without payment for this setting is an allocation rule a
which takes as arguments the number of active users each operator

has in each census tract and returns the amount of spectrum each

operator gets in each census tract. That is, a(x1,x2,y1,y2) gives
the allocation where the first operator has x1 users and the second

has x2 in the first census tract, and the first operator has y1 users
and the second has y2 in the second census tract. In this example

the total number of users n1 = x1 + y1 and n2 = x2 + y2 is a

common knowledge but the operators can choose how many users

x1,x2,y1,y2 they want to report (or misreport) in each census tract.

If a is work conserving then a(x1, 0,y1,n2) results in all the spec-

trum in the first census tract being assigned to the first operator

and a(0,x2,n1,y2) results in all the spectrum in the first census

tract being assigned to the second operator. Similarly, if a is work

conserving then a(x1,n2,y1, 0) and (n1,x2, 0,y2) result in the oper-

ator who did not report all their users as being in the first census

tract getting all the spectrum in the second census tract.

Given work conservation, a is fair if a(x1,x2,y1,y2) results in
the first operator getting a x1 / (x1 +x2) fraction of the spectrum in

4
While extending rural coverage has its appeal, this example can cause unfairness in

many other scenarios potentially deliberately created by operators.
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the first census tract, and a y1 / (y1 +y2) in the second. By the reve-

lation principle [10], it is without loss of generality to only consider

incentive-compatible direct-revelation mechanisms. a is incentive

compatible if each operator weakly prefers his allocation when he

reports the true locations of his users to every other allocation he

could get with a different report.

Theorem 1. Every work-conserving incentive-compatible alloca-
tion rule without payment violates fairness. Furthermore, it is arbi-
trarily unfair for large n1.

Proof. Suppose a satisfies work conservation and incentive

compatibility. As in the example above, consider the two reports

a(n1, 1, 0,n2 − 1) and a(n1,n1, 0,n2 − n1). By work conservation,

a(n1, 1, 0,n2 − 1) and a(n1,n1, 0,n2 − n1) both assign all spectrum

in the second census tract to the second operator. This is because it

is known that the first operator has no APs in the second census

tract and cannot ask for spectrum.

Thus by incentive compatibility the second operator would re-

port whichever gave him more spectrum in the first census tract,

as the spectrum assigned in the second tract for a(n1, 1, 0,n2 − 1)
and a(n1,n1, 0,n2 −n1) is the same. Since these two scenarios have

different allocations, at least one of them is unfair.

Suppose a assigns a k fraction of the spectrum in the first census

tract to the second operator. If the true scenario is (n1, 1, 0,n2 − 1),
this results in the user of the second operator getting k/(1 − k)n1
times as much spectrum as each user of the first operator. Similarly,

if the true scenario is (n1,n1, 0,n2 − n1), this results in each user

of the first operator getting (1 − k)/k times as much spectrum as

each user of the second operator. So the unfairness is max(k/(1 −
k)n1, (1 − k)/k). To minimize this take k = 1/(

√
n1 + 1), which

results in an unfairness of

√
n1, which is unbounded. �

In summary, our result states that the only way to guarantee a

fair spectrum use among GAA users with LTE radios is to mandate

all operators to truthfully report (using certified software, much like

the rest of the SAS framework) to database providers the number

of active users per AP. Any other scheme can be exploited and

potentially cause arbitrary unfairness in the network.

Note that our result applies on any policy based on the oper-

ators revealing (truthfully or not) their network parameters and

databases calculating allocations based on them. It does not apply

on schemes that include auctions and payments. However, such

schemes are much more complicated to design and have not yet

been successfully tested on problems of this scale, so we leave them

for future work.

In order to get insight into how different schemes perform on

average, we run a simulation with 3 operators and 15 randomly

allocated APs and 150 randomly allocated users (for detailed descrip-

tion of simulations, please see Section 6.4). In Figure 4 we show the

box plot of throughput achieved by different users when applying

different policies from above. As one can see, the more information

is disclosed, the more fair the allocation becomes. F-CBRS where

most of the information is disclosed increases the throughput of

lowest 10th percentile of users to 2.5x, 2.1x and 1.4x over other

schemes with varying level of information disclosure, and similarly

the median is 2.1x, 1.8x and 1.7x higher.
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Figure 4: Performance of different schemes

5 CHANNEL ASSIGNMENT
In this section we describe the F-CBRS channel assignment mech-

anisms. We first describe the fast channel switching mechanism

that is required to efficiently deploy the new assignment. We then

describe the global algorithm that databases implement to derive

the channel allocation for the next slot.

5.1 Fast channel switching
One key requirement to enable F-CBRS’s architecture is a fast chan-

nel changing scheme for TDD-LTE APs. As discussed in Section 3,

an AP may need to change its operating channel every minute. A

naive channel change takes almost the same amount of time, as

illustrated in Figure 2, thus almost completely disrupting normal op-

erations. Thus, we need to derive a less disruptive channel change

mechanism that is fully backward compatiblewith the existing CBRS
AP and terminal design.

In order to do this we: (a) impose that each F-CBRS’s AP needs

to possess two (virtual or physical)
5
radios that can simultaneously

operate in different frequencies (as discussed in Section 3), and (b)

leverage LTE’s standard handover mechanism.

Handover in LTE: Since both virtual radios are co-located they

are part of the same Mobility Management Entity (MME). In this

setting there are two possible types of handover in LTE.

Handover using S1 interface: In this case the signalling is done

through the core network. During the time when handover is

in place the packets on data path are either dropped or rerouted

through the core network resulting in throughput loss. This throu-

ghput loss makes this type of handover very inefficient for frequent

channel switching.

Handover using X2 interface: X2 handover is completed without the

core network’s involvement and happens almost entirely between

two APs. Only a single message to the core is required at the end

to announce that the handover has taken place. This handover re-

quires direct connectivity (X2 interface) between both APs. In our

settings this can be always ensured since both APs are co-located.

During the time when handover is in place the packets on data path

are also forwarded on X2 interface, hence there is no disruption to

the data path.

5
Most LTE base stations today support operation on multiple frequency bands for

carrier aggregation
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We leverage LTEX2 handovermechanism to achieve fast channel

switching on an AP without any throughput loss on data path (as

we show in Section 6.3). This is achieved as follows. During the

normal operation only one radio operates and the other one is idle.

Before the end of each interval, the secondary radio sets itself up in

the newly assigned channel and starts transmitting control signals.

The primary and secondary APs exchange standard X2 Application

Protocol (X2AP) messages between them. At the moment when

the channel change is required the primary radio sends handover

command to the LTE terminal, which associates itself with the

secondary radio. Once the hand-over is performed, we completely

switch off the primary radio and make it secondary, while the

secondary one becomes primary.

5.2 Global channel allocation
As discussed in Section 3, at the beginning of each slot all databases

have a consistent view of the spectrum including the information

about the incumbents and PAL users, the number and the location

of GAA APs, the number of active users at each one of them and

the interference graph describing which AP interferes with which.

In this section we describe the algorithm that we run on this data

to calculate channel allocation.

The problem is in many ways similar to channel allocation mech-

anisms applied to Wi-Fi or LTE SON with one main difference:

F-CBRS’s channel allocation mechanism has to be able to assign

non-interfering channels to every AP equal to it’s "fair" share, but

at the same time prioritize assigning adjacent channels to inter-

fering APs and same channels to non-interfering APs that belong

to the same synchronization domain. This is done to maximize

the opportunity of aggregating the spectrum allocated to multi-

ple synchronized APs in a single larger band to enable statistical

multiplexing by resource block scheduling among them.

We start by taking one of the state-of-the-art channel allocation

algorithm for LTE networks called Fermi [11] as a basic building

block for our scheme
6
, and we modify it to control the channel

assignment such that we can maximize channel sharing among

synchronized nodes and reduce the overall interference effect in the

network by prioritizing same channel assignment to APs in same

synchronization domain. For the fairness metric we use weighted

max-min fairness, as defined in [11].

Fermi overview: Fermi takes an interference graph provided by F-

CBRS’s databases. It modifies the graph by adding extra interference

edges to create a chordal graph such that it does not contain cycles

of size four or more. Fermi first finds the optimal allocation on the

modified graph in O(|V | |E |), where V and E are the set of vertices

and edges in the interference graph, then removes the extra links

and assigns spare channels. We restrict the maximal channel share

per AP to 40 MHz, given its two radios with a maximum 20 MHz

on each [7].

Calculating a chordal graph is a computationally demanding

process. However, the interference graph is static and we only

recalculate it once a new AP is added. In our implementation of

Fermi we make sure that all topology changes propagated through

the network are timestamped so that the outcome chordal graph

6
Our design is tuned to use Fermi but we believe it could be replaced with another

resource allocation algorithm and fairness metric.

Algorithm 1: Assignment

Input :Clique Tree T = {C1, ..., Cm }, Allocation Ai∀vi ∈ V and

SyncD
1 Channels assigned to sync domain d , SyncAsдd ← {},

∀d ∈ SyncD
2 Channels assigned to neighbors of v from same sync domain,

NeiдhAsдnv ← {} , ∀v ∈ V .

3 Channels available for node v, Avlv ← All Channels , ∀v ∈ V .

4 Initialize Assignment, Asдnv ← {}
5 N ← Root (T)
6 while N is not NULL do
7 for v0 ∈ N do
8 B← GetBlocks(SyncAsдnd , Avlv0

) : v0 ∈ SyncDd

9 B← B
⋃
GetAd jacentBlcks(NeiдhAsдnv0

, Avlv0
)

10 if Av <=maxShare then
11 B1 ← BlocksOf Size(B, Av )
12 Asдnv0

← Asдnv0

⋃
MinPenalty(B1)

13 else
14 B1 ← BlocksOf Size(B,maxShare)
15 Asдnv0

← Asдnv0

⋃
MinPenalty(B1)

B2 ← BlocksOf Size(B, Av −maxShare)
16 Asдnv0

← Asдnv0

⋃
MinPenalty(B2)

17 end
18 Avlv0

← Avlv0
\Asдnv0

19 r em ← Av − |Asдnv0
|

20 if r em > 0 then
21 Asдnv0

← Asдnv0

⋃
FermiAssiдn(Avlv , r em)

22 end
23 Remove Asдnv0

from interfering nodes channels

Avlv ← Avlv \Asдnv0
, ∀v ∈ Cj : v0 ∈ Cj

24 Add Asдnv0
to sync domain channels

SyncAsдnd ← SyncAsдnd
⋃
Asдnv0

: v0 ∈ SyncDd
25 Add Asдnv0

to interfering channels in same sync domain

NeiдhAsдnv ← NeiдhAsдnv
⋃
Asдnv0

, ∀v , s.t
v ∈ Cj : v0 ∈ Cj and v ∈ SyncDd .

26 end
27 N ← nextNodeInLevelOrderT raversal (T )
28 end

is always the same for all database providers. Also, we make sure

that all database providers use the same pseudo-random sequence

in their algorithm so that the outcome is the same for everyone.

F-CBRS channel assignment: The key novel addition to F-CBRS

is the channel assignment algorithm that greedily packs APs from

the same synchronization domain together. This is done using a

level order traversal of the clique tree for available chordal graph.

Starting from an arbitrary node in the tree, we assign channels

to nodes of the interference graph based on their allocation. The

assignment process is summarized in Algorithm 1.

We keep track of channels assigned to nodes that belong to the

same synchronization domain and for every node v , we also keep

track of the assignments for every interfering nodes belonging to

the same synchronization domain (line 1-2, 23-24). When assigning

to a node v that belongs to synchronization domain d , we do it in

two steps. First we get a set of all contiguous blocks of channels that

belong to SyncAsдnd or are adjacent to allocated channel blocks in
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NeiдhAsдnv that are disjoint with existing assignments to other

nodes in the same clique (line 8-9). From these channel blocks we

pick a block that fully satisfies v’s share (or pick a 20 MHz block if

Sharev > 20MHz) and faces minimum penalty due to transmission

in adjacent channels (line 10-17). The penalty is calculated using

the model built from measurements shown in Fig 5(b). Prioritizing

these channels for allocation maximizes the channel sharing oppor-

tunities among the nodes in same synchronization domain while

keeping the adjacent band interference low. A sharing opportunity

occurs when an AP has channel(s) available adjacent to its own

channels that are not used by any interfering APs belonging to

some other synchronization domain.

If v’s share is not fully met after first round we allocate the

remaining share using all the remaining available channels for

that node in the second round. Here too we get all the possible

channel blocks and chose the one with minimum adjacent channel

interference penalty (line 20).

We note that there may be APs that are not allocated any channel

even though they have active users due to not enough channels

being available in very dense settings. Our scheme allows such

APs to use the channels allocated to APs in same synchronization

domain to continue their operation (or, if no domain exists, the

channel with the least amount of interference).

Finally, we note that there may be APs with no active users.

They still need to operate and transmit control signals in case new

users want to join. However, even idle, these APs still create signif-

icant destructive interference (Section 6.2). Hence in the allocation

algorithm we treat them as if they have a single active user.

6 EVALUATION
In this section we evaluate F-CBRS’s performance. We start by

briefly discussing our testbed. Next, we present our indoor CBRS

channel interference, which we use to build the performance model

for the large scale simulations.We then present a small-scale testbed

evaluation of F-CBRS. Finally, we present a large scale evaluation

of the channel allocation algorithm.

6.1 Testbed description
We deploy 2 Juni JLT625 [12] and 2 Baicells mBS1100 [13] LTE small

cells operating on CBRS band. All these cells support GPS and IEEE

1588 synchronization, and X2 handovers between cells. However

centralized network controller for resource block scheduling is not

yet supported
7
.We also deploy four CBRS user terminals from same

vendors.

We implement F-CBRS’s channel allocation algorithm (Section 5)

in Python, which can calculate channel allocations in less than 4s,

significantly less than the interval limit of 60s.

The APs we use do not allow us direct access to radio, so for

executing fast channel change we bundle two APs as one. One AP

acts as the primary radio and one as the secondary. We obtain the

new channel allocation from our channel allocation algorithm and

set up the new centre frequency on the secondary radio and execute

the handover by manually adjusting the transmit powers using a

tunable resistor to trigger an X2 handover.

7
Both vendors informed us that this feature is under development

To measure the performance of a synchronization domain, we

synchronize the APs using GPS and measure performance with and

without interference, and use these numbers to infer the perfor-

mance of time scheduling.

6.2 Channel measurements
We next present throughput and interference measurements. We

interpolate the results of these measurement to derive channel link

throughput as a function of signal, interference and channel overlap,

which we use in our in Section 5 to calculate the allocations and

also in large-scale simulation.

Throughput and range: We have measured range, throughput

and interference of LTE links in our lab building. We omit detailed

range results due to brevity, but we observe that with 20 dBm radios

we can establish links of up to 40m on the same floor and up to

35m on the floors above and below.

Overlapping channel interference:We also quantify effects of

various types of LTE interference through a set of lab experiments.

We set up two unsynchronised APs next to each other. We place

two terminals in their vicinity and assign one terminal to each

of APs. We measure the downlink throughput of one (terminal,

AP) pair and we use the other to generate interference. In the first

experiment, the interfering AP is switched off and we measure the

throughput of the terminal attached to the other AP. In the second

experiment, we switch on the interfering AP but we switch off the

terminal that is configured to attach to it. The AP is thus in the

idle mode waiting for the connection and it only generates control

traffic. In the third experiment we connect the second terminal to

the interfering AP and create fully backlogged traffic.

We run two sets of experiments with this setup. In the first

set, the two APs share the same 10MHz channel. These results

have already been discussed in Section 2 (Figure 1) where we have

seen that in-band interference has detrimental effect on an LTE

transmission even when the interfering channel is idle.

In the second set of experiments the first AP uses 10 MHz chan-

nel and the interfering AP uses an overlapping 5 MHz channel.

The results are depicted in Figure 5(a). Again, we observe that the

throughput drops significantly even when the channels are partially

overlapping and the interfering AP is idle. We thus conclude that

non-synchronized APs should not share the same channel under

any circumstance, not even when they are idle.

Adjacent channel interference:We next asked how much does

the effect of the interference depend on the separation between

the channels. We repeat the previous experiment and modify both

the gap between two 10 MHz channels and the relative power

difference between signal and interference. The results are shown

in Figure 5(b). In the most extreme cases an LTE transmission can

affect the adjacent channels. This is similar to what is observed

in other radio technologies, and matches the performance of LTE

transmit filter, which has a 30dB cut-off.We use thesemeasurements

in the channel allocation algorithm in Section 5 to avoid packing

strongly interfering nodes in adjacent channels.

Benefits of synchronization: Finally, to measure benefits of syn-

chronized scheduling we set up an experiment in which two APs,

synchronized through GPS, transmit in the same channel. Link
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Figure 5: (a) Interference from a partially overlapping channel without synchronization also has detrimental effect on trans-
mission. (b) Throughput in presence of interference from a partially overlapping channel as a function of the gap between
channels (0 gap means adjacent channels). (c) Fully synchronized channel, even when fully overlapped, only reduces interfer-
ence by 10%.

0  60 120

Time (sec)

0

10

20

30

T
h
ro

u
g
h
p
u
t 
(M

b
p
s
)

AP 1

AP 2

Figure 6: Experiment showing throughput during three in-
tervals. No packet and throughput loss is seen

throughputs are shown in Figure 5(c). Contrary to the asynchro-

nous case, there is very little decrease in throughput when an idle

AP coexists in the same channel.

6.3 Testbed evaluation
Here we deploy the end-to-end system on a small test-bed in our lab.

We own 4 APs in total. We deploy 2 F-CBRS APs, each consisting

of two actual APs, as discussed in Section 6.1. We start with one

AP having two users and the other having no users. Then the

second AP gets a user. This is fed back to F-CBRS’s algorithm

which recalculates the shares and conveys them back to the APs.

At the beginning of the new time interval, the APs execute

X2 handover and move to the new channels. Note that, due to

limitations of our testbed, we perform this operation manually by

tuning variable resistors, as discussed in Section 6.1. During the

next time interval the user attached to the second AP disconnects. F-

CBRS recalculates the share, and at the beginning of the subsequent

interval the two APs update their channels. The throughput of the

terminals during this experiment is shown in Figure 6. As one can

see, the actual throughput closely follows the allocation calculated

by F-CBRS’s algorithm. We observe no packet losses in the process.

6.4 Large-scale Simulations
We look at the large scale simulations to understand how can F-

CBRS affect potential future deployments.

Simulation settings. We implement a link-level network simu-

lator in Python and use measurements from Section 6.2 to derive

link-level throughputs.

Topology. We simulate 400 APs and 4000 terminals (correspond-

ing to number of residents in a census tract). We split the APs and

terminals across a number of operators (we vary them between 3

and 10, corresponding to the number of currently registered ones).

We randomly deploy the network of each operator across the area

of interest. Every scenario is repeated 20 times on a new topology.

We vary the amount of available CBRS spectrum for GAA users

from 100% to 33% (an extreme assuming all of the PAL spectrum is

auctioned off) of the 150 MHz CBRS band.

We vary network density by controlling the simulation area.

We focus on typical urban area densities [14] as they pose more

interference challenges, and we vary from very dense (Manhattan,

70k people per sqm) to sparse (Washington DC, 10k people per

sqm). We further assume urban grid model and split the area into

buildings of 100m × 100m. Our range measurements to build chan-

nel model inside the building, and we add 20dB interference across

building [14]. APs and clients are placed randomly within the area.

Workloads. We focus on downlink traffic. We consider two types

of traffic workloads. First, backlogged flows for all clients are used

for throughput measurements. Second, we model web-like traffic

based on realistic parameters regarding flow size, number of objects

per page [15] and thinking time distributions [16].

LTE parameters.We use 30dBm transmit power for APs (CBRS

category A) and 23dBm for clients (most common chipset limit).

Uplink and downlink ratio of TDD LTE is 1:1. Members of the same

synchronization domain are able to share channel in time, with the

overhead measured in Section 6.2 included.

Spectrum allocation schemes. For reference, we compare F-CBRS

with three other spectrum allocation schemes. The first one is a

random channel allocation that approximates the current CBRS

standards with no spectrum coordination (CBRS). The second one is

having operators apply centralized Fermi [11] scheme (Fermi-OP),

each on their own network only without considering interference

from other operator’s network. The third one is having all opera-

tors jointly apply centralized Fermi [11] scheme across all CBRS

networks (Fermi), corresponds to our scheme without time sharing.

Network throughput. We first look into the link throughput dis-

tribution under various spectrum sharing schemes. A bar graph



Interference management for unlicensed users in shared CBRS spectrum CoNEXT ’18, December 4–7, 2018, Heraklion, Greece

10th 50th 90th

Percentile

10
0

10
1

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
) F-CBRS

FERMI

FERMI-OP

CBRS

0 20 40 60 80 100 120

User Density (K/mi
2
)

0

20

40

60

%
 o

f 
A

P
s
 s

h
a

ri
n

g
 s

p
e

c
tr

u
m

← Washington D.C. ← New York

3 Operators

5 Operators

10 Operators

10th 50th 90th

Percentile

10
-2

10
0

10
2

10
4

F
C

T
 (

s
e

c
)

F-CBRS

FERMI

FERMI-OP

CBRS

Figure 7: (a) Throughput for large scale simulation experiment comparing 4 schemes showing improvement due to channel
sharing. (note the log y-scale) (b) Percentage of APs that get a channel sharing opportunity with another AP in same sync
domain without causing interference to any other AP. (c) Page download times across network. (note the log y-scale)

showing average 10th, 50th and 90th percentile of the link rates

across the network for the most dense urban area is depicted in

Figure 7 (a) (note the logarithmic scale on y-axis). F-CBRS outper-

forms the next best, centralized Fermi, by 30% in median, 24% for

lowest 10th percentile and 27% for 90th percentile, and it outper-

forms the current (random) CBRS scheme by 2x in median, 1.9x

for lowest 10th percentile and 2.2x for 90th percentile. Since all

the APs send saturated down-link traffic there is no time-sharing

opportunity among synchronized APs, however we still see 30%

median improvement over centralized Fermi. This improvement

is because F-CBRS prioritize synchronized APs to be on the same

channel across the network which have less adverse effect on link

throughput, as discussed in Section 6.2. F-CBRS also reduces adja-

cent channel interference by prioritizing channel blocks adjacent

to APs with low RX power.

We repeat the simulations for varying network densities, num-

ber of operators and spectrum availability. We observe that the

improvement over Fermi decreases to 18% and 14% for median and

10th percentile respectively, and to 75% and 45% for median and

10th percentile respectively over unmanaged CBRS, for a less dense

network (10K users per sq. mile) as APs project less interference on

others hence reducing the opportunity for improvement for F-CBRS.

Also, decreasing spectrum availability reduces the overall network

throughput but relative throughput improvement of F-CBRS stays

similar. We omit detailed figures for sake of space.

Spectrum sharing.We next look at the effects of sharing and how

much sharing opportunity is there. In each of the simulation runs

we look at the fraction of the APs that are able to share spectrum

in time by F-CBRS. We vary the network density, the number of

operators and the available spectrum. This is depicted in Figure 7

(b). When the density is low or the number of operators is high,

there is inherently less opportunity for sharing in time as there

are fewer nodes in each synchronization domain. As the density

increases and the number of operators decreases, the opportunity

to share can include as many as 60% of all APs.

Application-level performance. Finally, to understand F-CBRS’s
impact on real applications, we model dynamic traffic conditions

based on our webworkload, and examine web-page download times.

Here, unlike in the case of fully backlogged traffic, we get the bene-

fits of sharing in time, but there is also less interference with less

traffic, so the overall relative improvements are broadly the same.

Figure 7 (c) presents the average 10th, 50th and 90th percentiles of

page completion times (note the logarithmic scale on y-axis). The

reduction in page load times compared to the second best (Fermi)

are 40%, 60% and 60% for the 10th, 50th and 90th percentile and 80%,

80%, and 70% for the 10th, 50th and 90th percentile when compared

to the current (unmanaged) CBRS scheme.

7 RELATEDWORK
Dynamic spectrum access. CBRS spectrum is an example of Dy-

namic spectrum access (DSA). It has recently emerged as an attrac-

tive new innovation opportunity for wireless community with its

multi-tiered spectrum sharing model. Several recent papers have

presentedmany design proposals of various parts of CBRS spectrum

access architecture. [17, 18] present architectural implementation

of a SAS system which mainly focuses on the protocols regarding

information sharing between the databases to implement the rules

of 3-tiered spectrum sharing for CBRS. [19–23] focus on measure-

ments and studies for coexistence between radar incumbent first

tier networks with small cell operators in CBRS band. However

spectrum sharing for interference management among GAA users

has not been studied in detail. TV whitespace (TVWS) spectrum is

another example of DSA which has seen alot of work. TVWS has

different set of rules for unlicensed operation and different level of

provisioning for incumbent operation compared to CBRS band. The

operation of unlicensed users in TVWS is also regulated by data-

bases. Most of the works in TVWS have proposed using WiFi based

radio technologies like 802.11af[24], 802.22[25] and WhiteFi[26] for

unlicensed operation. Database construction has also been studied

for TVWS, [27–29] propose systems for efficient spectrum data-

base construction in TVWS. CellFi[30], proposes an architecture

for LTE based unlicensed cellular operation in TVWS which uses

distributed interference management using passive sensing to en-

able spectrum sharing. Similar techniques can be used to minimize

intra-channel interference in F-CBRS during the slots once database

is done allocating channels to all APs.
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LTE for unlicensed spectrum. Several LTE extensions have been

proposed that seek to exploit unlicensed spectrum such as LTE-

U[31, 32] and LAA[33]. Both these technologies perform energy

sensing before starting transmission to ensure medium is shared

fairly with other operational devices in the same spectrum. These

coexistence mechanisms are only designed to work on the data

channel and control channel is assumed to be on a licensed anchor

channel operating without any interference. This requirement of

a licensed anchor make these technologies unsuitable for GAA

operation in CBRS. Moreover, co-existence mechanisms in LTE-U in

particular are designed for coexistence with other technologies (e.g.

WiFi), and not with other LTE-U devices. MulteFire[2] is proposed

LTE small cell technology for standalone operation in unlicensed

spectrum that seeks to replace WiFi. It uses WiFi like spectrum

sensing and Listen-Before-Talk mechanism for fair co-existence

with other users in the same spectrum. Since these features are

absent in current LTE standards, MulteFire deployment will require

development of a new wireless ecosystem from scratch. This is a

major hurdle in MulteFire adoption because of which there are no

MulteFire compatible APs or user devices on the market today even

when this proposal has been under discussion for several years.

Therefore, it is still far from obvious if it would ever be made an

industry standard and see wide deployment. F-CBRS proposes an

alternative for GAA operation in CBRS that can be deployed using

current LTE infrastructure with only software changes at the AP

side. Furthermore, all these new LTE proposals do not specify any

non-disruptive channel switching mechanism which is required in

multi-tier CBRS architecture to cater for higher tier incumbent and

PAL users. F-CBRS also benefits from the global view provided by

the databases, whereas these LTE proposals are totally oblivious to

it.

Channel allocation. Channel allocation for wireless networks is

a extensively researched area and there are quiet a few proposals in

literature. [34, 35] address resource allocation for WiFi networks,

whereas [11, 36] are resource management system designed for

OFDMA femtocell networks. We believe F-CBRS can support any

channel allocation algorithm or fairness metric proposed in the

literature.

8 CONCLUSION
In this paper we have demonstrated that an efficient and fair spec-

trum allocation policy for various players with conflicting incen-

tives need full and verifiable information sharing among the players,

otherwise the spectrum allocation can result in arbitrarily unfair-

ness among them. Using real testbed measurements we have shown

that time synchronization among base stations reduces the perfor-

mance loss due to their interfering transmissions. Keeping these

observations in mind we have developed F-CBRS, a spectrum in-

terference management system for unlicensed LTE users in the

CBRS band. Our scheme allocates fair fraction of the spectrum

to all participants, whether they are synchronized in time or not

but incentivises time synchronization by allowing statistical multi-

plexing to improve the performance of collaborating synchronized

nodes. Our large scale simulations show that F-CBRS gives a 100%

median throughput increase for users and 60% median performance

improvement for web application loads. We believe our insights will

be useful in designing future dynamic spectrum access systems.
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