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Microsoft’s big bet: Azure 
millions of servers

2M
miles intra-DC fiber

150+
data centers

80+
Tb data  on 
backbone



Microsoft’s big bet: Azure 

2x250+
FY17 Azure 

announcements

97%
YoY Azure 

Revenue Growth

15%
YoY Microsoft server 
products and cloud 

services revenue 
growth

YoY Azure 
compute usage

>90% 
of Fortune 500 use 

Microsoft Cloud

FY17 growth numbers:



each facility is 8 MW in size, total of 64 MW

Microsoft’s data centers

expanding rapidly, powered by wind farms

Columbia river, hydro-electric power



looking beyond cloud computing 
October 29, 2008 in Bldg. 99

first article

first paper

(as of 8/15/18)



offloading & programming the edge (2009-10)

July 12 –14, 2009

MobiSys 2010

edge computing

citation 1996 (as of 8/20/18)



opportunistic use of infrastructure for dynamic offloading  

approach
• developers build standalone apps with simple annotations but no changes to program logic

• system uses nearby and cloud-server resources in opportunistic manner

properties
• apps. always work, even when disconnected

• simple programming model (lowers barrier to widespread adoption)

Disruptive Technology Review 2010



impact of latency on recognition performance

10

Disruptive Technology Review 2014



impact of latency on recognition performance

11

Disruptive Technology Review 2010



led to research, papers, keynotes, & 

a prediction

the disaggregated cloud!

slide 54

Dec. 12, 2013



prediction was based on

slide 52

Dec. 12, 2013

Dec. 12, 2013



several developments since then

research projects

press articles

standards

conferences

industry initiatives

Government initiatives



… but we needed a killer app 





MSR’s Glimpse project



highlights

best paper award



canonical example for edge computing
the connected car



January 2015

in–vehicle video analytics for detecting open parking 

spaces in urban environment
Giulio



highlights

best paper award



aha moment!

a                 for every 8 people in the US & for every 29 

people worldwide!

→ live video streams are being generated from factory floors, traffic 

intersections, camera mounted on cars, police vehicles, & retail shops 

extract value from video streams in-context, in-the-moment to 

generate actions & workflows 

with cloud computing, it’s the golden era for computer 

vision, AI & machine learning

potential to impact science, society & business



first attempt: public security

prevailing approach (at the time):
upload video to the cloud for remote (offline) analysis

limitations
• large quantities of data (>10GB/hour)

• bandwidth availability limited coverage & accuracy

• human availability limited the systems usefulness

‒ no automatic real-time tracking or alerts

security 

alerts, 

tracking

locating objects of 

interest

crowd 

Analytics & 

managment

Aakanksha



saving network bandwidth
(increasing coverage & accuracy)

<10% frames capture objects of interest
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best paper award



fun project: securing corporate buildings

camera

badge 
reader

alarm

edge node

network

summer 2016



some disturbing local news

local TV coverage

impact of crashes (2010): economic cost: $242B; societal harm: $836B (source: NHTSA)



traffic safety: a world-wide movement

▪ 1.2 million people die on the world’s roads 

every year

▪ 20-50 million suffer non-fatal injuries

▪ in the US, 19,000 people were killed in the 

first 6 months of 2016 (up 9% compared 

to 2015)



cities all over North America are embracing it



city planners care about -

▪ how often are vehicles speeding & failing to yield to             ? 

▪ are pedestrians disregarding traffic signals? 

▪ are bicyclists ignoring           or are they running         ? 

▪ any trends that hint at the reasons why certain          are 

broken in certain places? 

▪ did a countermeasure have the desired effect?

courtesy:  Franz Loewenherz, Senior Transportation Planner,  

City of Bellevue, WA



city planners need data & 

analytics to perform corrective measures

2005 - 2010 60 collisions recorded by the 
Bellevue Police Department 

In 2013, WSDOT built a new roundabout 
at the intersection



…we got going,  we had a “killer” application 

and it was about saving lives



Bellevue, WA + Microsoft Research

Vision Zero: eliminate pedestrian/biker deaths

Use widely deployed traffic cameras
• Car/bike/ped counts, near-collisions, anomalies

next-generation traffic control

Amy Carlson, 
Vice President & Area Office Manager, CH2M Hill



picked up by local media

declined interview but…
“Microsoft, Bellevue team up to prevent crashes”



vision algorithms (“transforms”) chained together

transforms implement specified interfaces

example: count the number of moving cars on a road segment

video query: pipeline of transforms

transform 1

(decoder)

transform 3

(object tracker)

transform 2

(object detector)

transform 3 

(classifier& counter)



many implementation choices 

40+ detector implementations
▪ motion-based: background subtraction

▪ DNN-based: Yolo detection

▪ exhaustive search

60+ tracker implementations
▪ moving pattern

▪ color histogram

▪ key-point features: SURF, SIFT

2. detect

3. track

1. decode

4. analyze

frames

objects

trajectories

which implementation will you select?



which implementation is better?
BGS + movement (42.3 fps)DNN + histogram (0.17 fps



each implementation’s performance is impacted by  

the selection of “knob” positions

frame rate resolution window size

30 fps for HD 

cameras
1080p, 720p, 

480p…
region of 

interest

accuracy=0.93, CPU=0.54 cores

accuracy=0.27, CPU=0.09 cores

3 720p

1
480p

Haoyu



knobs/parameters impact 

quality & resource demands

frame rate resolution window size



CPU demand [cores]

license plate reader

impact of knobs/parameters on

quality & resource demands

orders of magnitude cheaper resource demand for little quality drop

no analytical models to predict resource-quality tradeoff



DNN classifier

high accuracy
low cost

object tracker

high accuracy
low cost 4

6
X

250X

resource - quality profile

no one plan is uniformly the best… 

differ by 46x in their accuracy, 250x in speed!

best plan is dependent on the camera, lighting, track direction, object color, … 

[1] VOT Challenge 2015 Results.

[2] Simonyan et al. CVPR abs/1409.1556, 2014

best car tracker[1] — 1 fps on an 8-core CPU

DNN for object classification[2] — 30GFlops

transform 2

(object detector)

transform 3 

(classifier& counter)



processing thousands of live streams

to support different types of queries at scale:
• must reduce processing cost of a query

• must schedule resources efficiently across queries

lag: time difference between frame arrival and frame processing

accuracy
lag

high

hours
moderate
seconds

high
seconds



what is the best implementations for a 

video analytics query?

the configuration & resource allocation that maximizes quality & minimizes 
lag within the given resource capacity is the best implementation

query plan quality

lagresource allocation



profiler

query scheduler

resource-quality 

tradeoff

utility

(quality & lag)

offline online

workers

system design



• operational traffic cameras in Bellevue and Seattle 

• 101 machine Azure cluster

• license plate reader, car counter, DNN classifier, object tracker

47



compared to a fair scheduler with varying burst duration:

• quality improvement: up to 80%

• lag reduction: up to 7x

details in our NSDI 2017 paper
results
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…and we have been deploying & learning
(Cambridge, U.K)

classified 
truth

vehicles bikes peds none

vehicle 0.95 0.01 0.02 0.02

bike 0.08 0.67 0.16 0.08

pedestrian 0.15 0.15 0.73 0.05

None 0.09 0.03 0.11 0.81w
h
e
n
 i
t 

re
a
lly

 i
s

we recognized it as



multi-tenancy 

can a existing network of cameras be used by more 

than a single customer?



steerable cameras

52



servicing multiple applications simultaneously

parking spot monitoring

pedestrian monitoring

car counting / license plate detection

weather monitoringfoliage monitoring  



break one-to-one binding between camera & application

azure

traffic volume

monitoring

fixed view camera

state of art
our system

azure

traffic volume

monitoring

steerable PTZ camera

amber alert

accident 

detector



car volume

monitoring amber alert
pedestrian

counring

vCamera vCamera vCamera

pCamera

camera virtualization layer

mobility-aware

scheduler

camera view 

selector
camera control

camera management system

Per app. SLA

applications

controls {p, t, z}

app. 1: (p1, t1, z1)
app. 2:  (p2, t2, z2)

app. n: (pn, tn, zn)

predictor

Shubham
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deployment

accuracy •      latency •      bandwidth •      cost



the system we built

video storage

…

model 

generator

execution 

engine

event DB

camera

manager

geo-distributed execution layer
resource

manager

execution 

engine

selector profiler
crowd sourced 

labeld data
tracker

UI

analytics

output

scheduling,

placement … 

query plan

counter

optimizer

neural

network

training phase

vision modules

alert

early 

discard

resource-quality 

tradeoff

query



retail
surveillance

the stack we built: MSR’s Rocket

Syste
msapps systems ML / vision

video pipeline optimizer

public 
safety

GPU
manager

crowd-
sourced 

labeled data

consumer
live videos

home
security

traffic planning 
& safety

vision

modules 

& 

neural 

networks
GPU

manager

…

camera
manager

(geo-) distributed executor

traffic planning 
& safety

camera
manager

video pipeline optimizer

resource manager

video store



deployment: hybrid edge-cloud architecture

Bellevue, WA

edge factory floor 

edge

Azure US-West

edge

Azure US-East

micro DC

Washington DC

edge



multi-camera implementation in Bellevue



live dashboard
http://vavz.azurewebsites.net/

http://vavz.azurewebsites.net/


direction counting accuracy

12 directions (lane-wise counts) 
occlusions due to 3D → 2D projection on 
lanes

95% count accuracy compared to 
crowdsourced ground truth



training neural networks

labeled data



national initiative to train NN
(launched July 1, 2017)

http://www.ite.org/visionzero/videoanalytics/

http://www.ite.org/visionzero/videoanalytics/
http://www.ite.org/visionzero/videoanalytics/
http://www.kiro7.com/news/local/volunteers-needed-to-improve-traffic-safety-using-high-tech/528772984


can we solve all problems? 
(can humans do better?)



actively reducing accidents 



camera

Azure

automobile

1080p - 4k @ 30fps

> 40 Mbps Ethernet
hi-res video

GPU @ >500 GFLOPS
+ CPU + HW codec

10 kbps DSRC

control messages

street-level network

reliable,

low-latency,

autonomous, 

locally scalable

city-level network

inexpensive

scalable across city

moderately reliableedge  node

making self-driving cars safer
(10 million self-driving cars by 2020 – Forbes, March 2017)



live demonstration in Hannover Messe



some nice memories



mayor’s challenge award to Bellevue 







opportunity for AI in video analytics

2.1

11.2

0
2
4
6
8

10
12

global video analytics market size 

($billion)

2016 2022

market opportunity

281

66

0

50

100

150

200

250

300

350

Global Video Cameras*, 2016 
(Million)

Installed Shipped

*59% of installed cameras in 2016 are IP cameras 

Source: Markets&Markets, IHS market

global video analytics market 

share by vertical, 2017

Transportation, 
33%

Critical Infrastrucutre 
Protection, 16%

Border 
Security, …

Other, 
38%



… but then something interesting 

happened …



“it’s not the mobile devices 

but all the other things that 

are out at the edge that are 

truly going to transform 

cloud computing and put 

an end to what we know as 

the cloud.

Peter Levine

Andreessen Horowitz

December 16, 2016



“we're moving from 

what is today's mobile-

first, cloud-first world 

to a new world that is 

going to be made up 

of an intelligent cloud 

and an intelligent 

edge”
- Satya Nadella

CEO Microsoft

Build, May 10, 2017



“forty percent of large enterprises will be integrating edge computing 

principles into their 2021 projects, up from less than 1% in 2017”



2017 the year edge computing took off







Azure’s perspective on IoT App pattern + Edge



Cloud services 
at the edge

Azure ML, Azure Stream 
Analytics, Azure Functions, 
custom

Manage from 
the cloud

Devices and services from 
Azure Portal

Flexible 
connectivity

Intermittent, low, or no 
connectivity

Reduced latency 
and cost

Bring compute to the data, 
reduced bandwidth cost



project Brainwave @ the edge

an accelerated FPGA powered AI Platform:
▪ Fast: 

▪ Flexible: 

▪ Friendly: 

Pretrained DNN Model
in TensorFlow, CNTK, etc.

Instr Decoder 

& Control

Neural FU

BrainWave
soft DPU on FPGA



deploying and running a model

model 
management 

service

1.Use Azure ML to create custom model
2.Use Model Management Service to pull 

it to the Edge Device
3.Run custom model with FPGA on Edge 

Device
4.Use your custom code to interface with 

a camera or microphone
5.Use IoTHub to manage your Edge 

Module & data streams

Custom Code 
(e.g. Edge Module)

Interface
(e.g. Camera)

Azure 
IoT Hub

Base Model

Adaptation

Brain Wave Runtime

FPGA

CPU



AI at the “cutting edge

Upload Images

         

Train

Evaluate at the edge

• defect detection 

• video surveillance

• example

https://www.youtube.com/watch?v=QczMh07UkEE&feature=youtu.be


what is the edge?



underwater edge
Facts and Figures
• 12.2m length, 2.8m diameter
• Available IT Space: 12 42U racks
• Max Power: 454 KW (38 KW/rack)
• Power Utilization Effectiveness of 

1.07
• Payload: 864 Azure servers w/FPGA





Example: a vision AI development kit

http://www.visionaidevkit.com

http://www.visionaidevkit.com/








data security & integrity 

availability

federated edges?

machine learning

at the edge

benchmarks

serverless framework?

problem space is very rich

specialized hardware

at the edge 

management

(Kubernetes, …)

to edge or not to edge?

resource management

economics

SLA

networking

5G

cloudification of the telcos

deployments:

drones, automobile, retail, factory floor, homes, enterprise

edge clouds
programming model

geo-distributed analytics



final thoughts
▪ edge computing is a paradigm shift, embrace it

also known as: “micro DCs” & “cloudlets”

▪ by 2022, video analytics market is expected to become $11.2B and that is 

going to change lives

source: “Video Analytics Market - Global Market Outlook (2016-22)”, Market 

Research Consulting Global Inc. 

▪ nation-wide deployments will create a infra-structure where the other 

aspects of edge computing will shine



resources

https://aka.ms/iot-edge-marketplace-signup

https://catalog.azureiotsolutions.com/

https://www.visionaidevkit.com

https://aka.ms/iot-edge/

https://aka.ms/iot-edge-marketplace-signup
https://catalog.azureiotsolutions.com/
https://www.visionaidevkit.com/
https://aka.ms/iot-edge/


thanks!



body worn cameras on the rise


