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Abstract—Visual analytics usually deals with complex data and uses sophisticated algorithmic, visual, and interactive techniques

supporting the analysis. Findings and results of the analysis often need to be communicated to an audience that lacks visual analytics

expertise. This requires analysis outcomes to be presented in simpler ways than that are typically used in visual analytics systems.

However, not only analytical visualizations may be too complex for target audiences but also the information that needs to be

presented. Analysis results may consist of multiple components, which may involve multiple heterogeneous facets. Hence, there exists

a gap on the path from obtaining analysis findings to communicating them, within which two main challenges lie: information complexity

and display complexity. We address this problem by proposing a general framework where data analysis and result presentation are

linked by story synthesis, in which the analyst creates and organises story contents. Unlike previous research, where analytic findings

are represented by stored display states, we treat findings as data constructs. We focus on selecting, assembling and organizing

findings for further presentation rather than on tracking analysis history and enabling dual (i.e., explorative and communicative) use of

data displays. In story synthesis, findings are selected, assembled, and arranged in meaningful layouts that take into account the

structure of information and inherent properties of its components. We propose a workflow for applying the proposed conceptual

framework in designing visual analytics systems and demonstrate the generality of the approach by applying it to two diverse domains,

social media and movement analysis.

Index Terms—Story synthesis, visual analytics, social media, spatio-temporal data

Ç

1 INTRODUCTION

OVER the decades of the development of visual analytics
techniques, researchers created sophisticated visual

analytics tools for analysts to explore complex problems
involving large amounts of data. However, when such tools
and findings are demonstrated to those who lack visual ana-
lytics knowledge and skills, it is not unusual to get feedback
such as “fancy visuals, cool interactions, but what does this
mean?”. It is often hard for a general audience to understand
composite and multifaceted analysis results represented
in advanced visual interfaces that have been primarily
designed to support analysis–leading to a gap between
obtaining analytical results and presenting them in an

accessible way. How to bridge this gap, i.e., how to proceed
from data analysis to result communication, is the research
problem we address in this paper.

The communication of information is an important
capability of visualization. Recently, visual storytelling is
receiving high attention in the information visualization
community, where researchers develop authoring tools to
create stories and provide visual support for storytelling [1].
The main foci of the storytelling-oriented research are the
principles of story design [2] and tools that facilitate the
design process [3], [4], [5]. Our focus is different and com-
plementary to these: how to organize complex multifaceted
information and prepare them for constructing a story.

Our research responds to the calls of the research com-
munity for an integrated and seamless “data analysis to
storytelling pipeline” [6], [7]. So far, the research on the
communication of visual analytics results has been mostly
focusing on storing, annotating, and organizing analysis
bookmarks or display states, possibly, after some simplifica-
tion (see Section 3.2). However, when the recipient is only
interested in seeing the analysis results but not in further
exploration of the data, it may be more appropriate to com-
municate only the findings, i.e., extracted pieces of informa-
tion, rather than the steps of the analysis that were used for
extracting them. The visual displays that were used in the
analysis process are not necessarily best suited for commu-
nicating these information pieces and for organizing multi-
ple disjoint findings in a complete picture. Hence, analysts
need methods and tools enabling them to collect findings in
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the process of analysis and to synthesize story contents and
create understandable representations from these findings.

In response to this need, we propose a conceptual frame-
work to inform the design and creation of visual analytics
systems that support story synthesis. We extend the visual
analytics workflow by enabling analysts to extract findings
and to accumulate them in a dedicated workspace, which
is then followed by a story synthesis phase where collected
disjoint findings are arranged so as to represent explicitly
essential relationships between them and thereby convey the
full picture that has been constructed in the mind of the
analyst in the result of the analysis. These arranged findings
make the story content, which can be given different appear-
ances in designing the final story depending on the intended
recipient, medium, and other criteria. Our research refers to
the story content creation as an intermediate step between
analysis and story design.

We propose a conceptual framework for story synthesis,
in which analysis findings are organized into composite
structures based on inherent structural facets (dimensions)
of the information. The facets are used for two main pur-
poses: arranging and aggregating. Possible ways to arrange
and aggregate information depend on the nature and prop-
erties of the facets. We consider different types of facets,
including discrete categories, linearly ordered values, time,
and space. We discuss how information arrangements and
aggregations are done based on these facet types and taking
into account their properties. Organizing information
includes creation of multi-perspective views and nested lay-
outs, which can be used to provide detail on demand.
Besides organizing information, story synthesis may
involve creation of comparative views, illustration of find-
ings by examples, and making annotations.

To demonstrate the proposed framework in action, we
propose a workflow to inform visual analytics design for
supporting story synthesis from analysis findings. We apply
it to two diverse domains, social media and movement anal-
ysis. We discuss in more detail the use of social media data
(specifically, geolocated Twitter messages) for analyzing
people’s reactions to significant events and creating stories
about these reactions, which have multiple facets to deal
with. Existing works dealing with social media data focus
on either analysis [8] or storytelling [9]. Our framework
shows creation and development of story content during
and after the analysis and prior to storytelling.

Our research contribution can be outlined as follows:

� Bridging the gap: Addressing the problem of convey-
ing analysis results to general audiences, we intro-
duce a conceptual framework in which story
synthesis is a necessary activity on the way from
analysis to storytelling. We define the essential activ-
ities for story synthesis and propose a general
approach in which information facets are exploited
for organizing analysis findings.

� Demonstrating the approach: We demonstrate the use
and generality of the proposed approach by apply-
ing it to complex multifaceted data taken from two
diverse domains.

In the following section, we introduce our concepts and
ideas by example. This is followed by an overview of the

related work in Section 3, presentation of our framework in
Section 4, and demonstration of its application to social
media in Section 5. Expert evaluation of our approach is
reported in Section 6. We briefly describe an application of
the framework to a different kind of data in Section 7 and
discuss the overall work in Section 8.

2 PROBLEM DEFINITION

2.1 A Motivating Example

To introduce our concepts, we use an example based on the
IEEE VAST Challenge 2011, Mini Challenge 1 [10], requiring
analysis of the circumstances of an epidemic outbreak in a
fictive city Vastopolis. The data are geographically refer-
enced microblog messages, some of which include key-
words indicating disease symptoms, such as fever, chills,
sweats, aches and pains, coughing, etc. The time span of the
data is from April 30 to May 20, 2011. An analyst needs to
find out when and where the outbreak started and how it
developed. The analyst uses a visual analytics system pro-
viding multiple types of interactive visual displays and sup-
porting database queries and data transformations.

The analyst extracts the messages containing relevant
keywords from the database and, by observing their tempo-
ral distribution in a time histogram, determines the time of
the outbreak start: May 18 (F1). Using a map display and tem-
poral queries, the analyst explores the spatial distributions
of the messages in different days starting from May 18. She
observes a dense cluster in the city centre on May 18 and 19
(F2), an additional cluster on the south-west on May 19 (F3),
and high spatial diffusion of the messages and, simulta-
neously, dense concentrations around hospitals on May 20 (F4).

To understand the differences between the central and
south-western clusters, the analyst selects the correspond-
ing subsets of messages by means of spatial queries and cre-
ates visualizations of the frequently occurring words.
Seeing the differences between the frequent keyword sets,
the analyst concludes that there were two different kinds of
illness, respiratory disorders in the centre and digestive dis-
orders on the south-west. The respiratory disorders
appeared one day earlier than the digestive disorders. How-
ever, the shapes and relative spatial arrangement of the
clusters suggest that the two diseases might have a common
origin somewhere at a motorway bridge crossing a river.

The analyst extracts the subset of messages posted on
May 17 (a day before the outbreak start) in the vicinity of
the bridge, looks at the frequent keywords, and finds indica-
tions of a truck crash, fire, and spilling of the truck cargo in the
river (F5). The analyst also looks at additional data concern-
ing the weather and the river flow direction. The analyst
concludes that the smoke from the fire contaminated the air,
which was transmitted by the wind to the centre and caused
the respiratory disorders, whereas the spilled substance
contaminated the water in the river and caused the diges-
tive disorders downstream along the river flow.

In the course of the analysis, the analyst has obtained a set
of findings (labelled F1-F5), which include the outbreak start
time, the spatial clusters and the times of their existence, the
differing sets of frequent keywords associated with the clus-
ters, the location and time of the truck crash, and the ways of
spreading and temporal development of two diseases. As

2500 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 26, NO. 7, JULY 2020

Authorized licensed use limited to: MICROSOFT. Downloaded on November 25,2020 at 08:29:21 UTC from IEEE Xplore.  Restrictions apply. 



the next natural step, these findings need to be communi-
cated to any interested audience. An often used method to
achieve this is to present the findings in the form of a story.
In order to construct a story, though, the analyst needs to first
create the contents of the story based on the findings, synthe-
sise the contents in structured ways, and then design a pre-
sentation that will eventually tell the intended story.

As a first required step of the content generation stage,
the analyst needs to be able to represent these findings in an
explicit form, extract them from the analytical environment,
and collect them in some storage medium. A data structure
suitable for representing a finding is shown in Fig. 1A (note
that some fields in this structure may be undefined), and
Fig. 1B shows the findings F1-F5 represented in this format.
In our framework, we refer such systematically represented
findings as story slices.

However, just collecting multiple disjoint information
pieces is insufficient for creating story contents. Story slices
need to be arranged in appropriate ways revealing the rela-
tionships between the information pieces. In our example,
for instance, the findings need to be organized according
to the temporal and spatial relationships between them.
Figs. 1C and 1D show examples of such arrangements that
might be created by the VAST Challenge analyst for convey-
ing temporal and spatial relationships between the findings.
Another kind of relationship the analyst may wish to reflect
is the differences between the symptoms of the two dis-
eases. For this purpose, the analyst may juxtapose the lists
of the keywords corresponding to the central-eastern and
south-western clusters. The analyst should be able to create
and edit such arrangements in order to construct any com-
pelling story, and they can be effectively supported in this
activity by interactive visual tools.

In general, we can define story content as a system of story
slices arranged according to relevant relationships among
them, and story synthesis as the process of story content crea-
tion by collecting and arranging story slices.

To create a final story for communication to the intended
audience, one needs to design appropriate narrative and
appearance for the story content. This includes design of a
suitable narrative structure, creation of suitable visual dis-
plays, selection of colours, symbols, and fonts, placement of
labels, etc. The same content can be represented differently
depending on the intended purpose, kind of the recipient,
presentation medium, available time budget for presenting
or reading the story, desired emotional impression, and
other criteria. For instance, the outcomes from our example
above may need to be reported to high-level health care
managers, or presented to the general public in a newspaper
article or on TV. For each of these presentations, the same
story can be given a distinct narrative and appearance,
which is structured by the creative ideas of presentation
designers. The design of the story appearance is a different
kind of activity than the story content creation. The focus of
our work is the story synthesis activity, which creates story
contents and structure and thus serves as a bridge between
analysis and story design.

2.2 General Description

The gap between visual analytics and communication of
analysis results can be conceptualized as shown schemati-
cally in Fig. 2. Visual analytics systems are meant for solv-
ing complex and ill-defined problems with the use of
interactive visual displays and computational analysis tech-
niques [11]. Visual analytics requires a possibility to see all
aspects of complex data and explore their interrelationships,
which is usually supported by multiple coordinated views
and sophisticated interaction techniques. On the contrary,
storytelling is meant to convey only interesting and/or
important information extracted through the analysis, and
this information should be presented in a simple and easily
understandable way [2], [12].

In short, visual analytics and storytelling essentially dif-
fer in their purposes, target users, kind of information dealt

Fig. 1. The motivating example of VAST Challenge 2011 analysis outcomes: A) a structure suitable for representing the findings; B) the findings col-
lected in a storage medium; C) the findings arranged along a time line; D) the findings arranged spatially on top of a background map.
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with, and methods of presenting the information and inter-
acting with it. Therefore, to support telling stories of visual
analytics findings, there should be an intermediate step
between analysis and storytelling, in which the analyst
assembles and organizes information pieces to be communi-
cated. We refer to this step as story synthesis (Fig. 3). Its pur-
pose is to prepare analysis results to communication: select,
assemble, summarize, transform to a suitable representa-
tion, arrange, and annotate. In a recent position article,
Lee et al. [6] propose a multi-stage pipeline starting from
exploring the data and curating findings to eventually form-
ing visually shared stories. They identify “Help People Make
a Compelling Story” and “Make It Easier to Tell a Story” as two
high level challenges for further research and mention how
current systems fall short in collecting, organizing and structur-
ing excerpts in producing a visual story, pointing exactly at the
gap that we aimed to address in our work.

Unlike purely computational analysis methods, which
typically produce a single result such as a model, intera-
ctive visual analysis often yields multiple findings obtained
through different interactions, as in the example in Section 2.1.
The mind of the analyst may contain the whole picture (i.e.,
a mental model of the analysis subject [13]) in which these
findings are associated. However, in the external representa-
tion, the findings may be disjoint, as in Fig. 1B. To enable
presenting the full picture in a story, the analyst needs to rep-
resent explicitly essential relationships between the findings.
This can be achieved by arranging the finding according to
these relationships, as in Figs. 1C and 1D.

We refer to pieces of information that need to be assem-
bled and arranged as story slices. Having suitably organized
story slices, the analyst or even another person can con-
struct a story that communicates the analyst’s mental model
to recipients. In existing works, stories are composed from
annotated screen shots or states of analytical displays [14].
While this kind of material can be useful to a story designer,
it may not be well suited for communication because it
inherits the complexity of visual analytics displays and also
contains extra information that is not essential for convey-
ing the story. The goal of the story synthesis stage (Fig. 3) is
to transform the raw materials of analysis findings into

story slices arranged according to important relationships
between them. These arrangements can be used for compos-
ing the whole final story as defined by Lee et al. [6].

Summarizing our arguments, we state that creation of a
story involves two kinds of activities: preparation of the
content, referred to as story synthesis (Fig. 3, middle), and
design of the presentation of the prepared content, referred
to as storytelling (Fig. 3, right). The presentation design
activity is supported by the principles and approaches
developed in the research on storytelling [1], [2]. For exam-
ple, choosing a suitable order for presenting story slices can
be based on the work by Hullman et al. [15]. Our work
mostly focuses on the content creation activities, which
include generating and organizing story slices.

3 RELATED WORK

3.1 Visual Storytelling

We investigate the works on using visual storytelling for
presenting data and findings with a primary focus on ideas
and approaches related to creation of story contents.

As one of the early papers that stress the importance of sto-
rytelling in visualization, Gershon and Page [12] emphasize
the importance of choosing an optimal amount of informa-
tion to deliver a message, and discuss how data visualiza-
tions can be arranged to generate story-like representations.
Kosara andMackinlay [16] discuss future research directions
in visual storytelling with a focus on the narrative structure
of the stories. Ma et al. [7] point at the limitation that visual-
izations used in a visual story are often created after the fact
and call for an integrated process. These works highlight the
need to link visual analytics and storytelling.

In their influential paper [2], Segel and Heer present a
framework for the design of narrative visualizations and
identify techniques in data-driven storytelling research.
McKenna et al. [17] define and investigate a design space for
the narrative structure and introduce a number of factors
that can affect the experience of the audience. This study, as
well as the discussion of the visualization rhetoric techniques
by Hullman et al. [18], provide useful ideas for organizing
story contents. Ren et al. [19] focus on the role of annotations
in data-driven storytelling and presents a design space for
chart annotations. Brehmer et al. [20] present a design space
for storytelling focusing on the temporal aspect alone. Bach
et al. [21] introduce the concept of “data comics” and explore
how the established elements and rules of the comics genre
can be employed for storytellingwith data.

Apart from stories, dashboards is another widely
used medium for presenting data to users [22], [23]. Thus,
Mckenna et al. designed a dashboard visualization for

Fig. 2. Conceptualizing the gap between visual analytics and storytelling.
Based on comparing the respective goals, users, display content, and
display properties, the research is driven by asking the three synoptic
questions.

Fig. 3. Proposed framework for bridging the gap.
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cyber security analysis [24]. Commercial tools, such as
Tableau [25], Power-BI [26], Airtable [27], etc., can be used
for creating shareable and customized visualizations to
communicate data-based stories.

These works lay the foundations for constructing visual
narratives regarding both story structure and presentation
design. Relevant to our research are the ideas concerning
the organization of story contents.

3.2 Storytelling in Visual Analytics

Storytelling has also attracted significant interest in visual
analytics literature. GeoTime [28] is one of the earliest visual
analytics systems that support storytelling. The story is com-
posed of texts and hyperlinks connecting to bookmarked vis-
ualizations, which may include graphical annotations. The
visualizations are saved so that they can be restored in exactly
the same appearance as when they were captured, allowing
further exploration along with reading the story. HTVA [14]
allows constructing a story by arranging thumbnails of visu-
alization bookmarks based on their time and/or space refer-
ences. Bookmarks can also be arranged manually and
connected by explicit links. In these ways, story creators can
convey temporal, spatial, and causal relationships between
information pieces contained in visualizations. Walker et al.
[29] discuss possibilities for applying storyboarding princi-
ples from film industry. For example, the viewpoint principle
translated to presenting data states that a storyboard should
provide different perspectives on the data, which may
include data and display transformations.

Besides manual bookmarking, automatic capture of ana-
lytic provenance [30] is also commonly used to construct
stories. SenseMap [31] automatically captures and visual-
izes users’ actions, enabling the users to curate relevant
information pieces, organize them, and communicate the
analytical findings. Gratzl et al. [32] introduce an authoring
tool that constructs a story based on provenance capture,
adds text and drawing annotation, and plays back the story
as it was originally performed. TimeLineCurator [3] focuses
on the temporal aspect, facilitating the timeline creation
process for journalists by automatically extracting event
data from unstructured text documents and encoding them
along a visual timeline. System KnowledgePearls [33] auto-
matically generates and stores structured data describing
visualization states and uses these data for finding visual-
izations corresponding to users’ queries. Such functions
could be potentially useful for story synthesis, but the
authors do not consider this application for their ideas.

Visual analytics systems often include multiple interac-
tive views, which may be too complex for communication
of analytical findings to people that are not visual analytics
experts. Besides, a common way to show a visualization
bookmark is using a thumbnail of the entire system [28],
which might be too small for a complex graphic to be under-
stood. Therefore, display simplification and/or providing
interpretation aids are required. GAV [34] provides a story
mode that simplifies the interface and excludes advanced
features, enabling the viewers to focus on the essential ele-
ments. A visual analytics system may allow the analyst to
choose a single visual component from the entire system [29]
or select a portion of the interface that emphasizes the main
message [35]. HTVA [14] allows adding a simple overlay

describing the visual encoding and data filtering. Sense-
Map [31] helps construct a story with multi-level semantics
that can be flexibly presented to the audience with different
backgrounds and needs.

The difference of our approach from the previous work is
that we consider construction of stories not from complete
visualizations [28] or their components [29] or analysis
bookmarks [31] but from structured data representing find-
ings extracted during the process of analysis. The visual
representation for these data is chosen according to their
structure. It may differ from the original representation
used in the process of analysis; moreover, these structures
are analytical artefacts that are not present in visualizations
of original data, as in the example in (Figs. 1A and 1B). As
derived information pieces, analysis findings are similar to
explicitly defined concepts, which can be created in the
course of analysis and organized in concept maps [36], [37].
However, a concept map may not be the most appropriate
representation form for findings having complex structure
and linked by different kinds of relationships.

3.3 Visual Analytics Applications

Since our illustrating examples relate to the social media
and movement analysis domains, we briefly discuss the
works dealing with data from these domains with a focus
on pertinent information facets and storytelling.

The application of visual analytics to social media is
surveyed in the work by Chen et al. [38]. Dou et al. [39] apply
text processing to identifymeaningful events and characterize
them in terms of four facets, called “4 Ws: who, what, when,
and where”, which can be then interactively explored. Xu
et al. [40] and Sun et al. [41] propose a river-based metaphor
to analyse evolution of topics over time.WeiboEvents analyse
reposting structure of a single message [42]. For multiple
messages, Chen et al. propose a series of map-based visual
metaphors to visualize ego-centric information diffusion and
event evolution [8], [43]. Whisper visualizes information
diffusion in space and time using a flowermetaphor [44].

In data journalism, there are examples of using visua-
lization of social media for storytelling [9]. For broader
application areas, commercial dashboard tools [45], [46] and
storylines [47] are often used. However, these approaches
have limited or no support for organizing multi-faceted
visual analytics results.

In visual analytics of movement [48], data are considered
from different perspectives: as trajectories, spatial events,
local temporal variations of movement characteristics, or
evolution of overall spatial situation [49]. The perspective
taken determines the relevant facets, which may include ori-
gins and destinations of trips [50], taken paths [51], locations
and times of specific events [52], etc. Most approaches in
this domain are designed for experts. Due to complexity
and volume of movement data and patterns, visualization
techniques and analysis results require efforts for under-
standing, especially by general audience. For example, the
case study on aviation data analysis [51] revealed a story
that could be interesting to broad audience if properly pre-
sented; however, approaches and tools for converting such
findings to stories are missing. Observing these gaps in
visual analytics research and applications motivates us to
propose a framework to bridge them.
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4 A STORY SYNTHESIS FRAMEWORK

The proposed framework targets story synthesis, which is
seen as an intermediate step between analysing data and
presenting analysis results (Fig. 3). We discuss the activities
involved in story synthesis and its links to the preceding
and following steps in the overall workflow. We then pres-
ent the general idea of organizing information selected for
presentation according to its facets, or dimensions, and pro-
pose a workflow for applying the conceptual framework for
designing visual analytics systems supporting the transition
from analysis to result communication.

4.1 Story Slices

A story slice, as defined and exemplified in Section 2, is a
structured representation of a finding or a combination of
findings or, generally, an information construction obtained
from original data in the course of analysis. Creation of
story slices should be possible during the process of data
analysis whenever the analyst observes or derives some-
thing potentially interesting. The analyst needs a workspace
where to put story slices while analysing the data. The spe-
cific way of representing story slices within the workspace
depends on the types of components present in the data
and the structure of findings that can be extracted by means
of the analytical tools. As the data may have complex struc-
ture, findings may involve several heterogeneous aspects,
or facets. For example, the findings in Figs. 1A and 1B
involve temporal and spatial references, keywords with fre-
quencies, and attributes with numeric and textual values.
Moreover, findings may be linked by various relationships,
the kinds of these relationships being dependent on the
kinds of facets present in the findings. These heterogeneous
facets and relationships need to be reflected in a story in a
sufficiently simple and easily understandable way. Building
on existing works on exploring relationships among multi-
ple facets [53], [54], we address this challenge in 1) represen-
tation and 2) organization of story slices.

4.2 Activities in Story Synthesis

We define story synthesis as the process of constructing story
contents that includes, first, creating and assembling story
slices, and, second, arranging the collected items into anno-
tated layouts conveying relationships between the items.
Story synthesis does not include the design of the final
appearance of a story, but it involves choosing suitable lev-
els of detail and perspectives for presenting the information
and arranging the material in the display space according to
the chosen perspectives. In brief, story synthesis defines the
story content and structure but not the appearance. From
this general understanding of the purpose and expected
result of story synthesis, we infer more specific activities
that may be undertaken for achieving this kind of result:

� Aggregate and summarize: Put several story slices
together and represent them as a single object with
properties derived by summarizing properties of the
original slices. Aggregation is used for achieving the
desired level of detail and also for simplification,
which is important for making presented informa-
tion easier to perceive and understand.

� Embed details: Enable recipients to see detailed infor-
mation for presented aggregates on demand [2], [55].

� Arrange: Create a meaningful layout in which story
slices and/or aggregates are positioned according to
essential relationships, e.g., temporal order, relative
locations in space, or semantic similarity [53].

� Show facets: Organize information so as to exhibit its
inherent facets. It may be impossible to show all fac-
ets simultaneously in a sufficiently simple manner.
A valid approach is to create several arrangements
based on different facets and thereby present infor-
mation from different complementary perspectives
[54].

� Annotate: Create verbal and graphical annotations to
explain the content and/or direct recipients’ atten-
tion to the most important or the most interesting
parts [19].

4.3 Facet-Based Arrangement of Story Contents

We have earlier made several notes concerning information
components, or facets:

� Facets need to be presented to story recipients to
enable proper understanding of information.

� Heterogeneous facets may be hard to present simul-
taneously while keeping the display simple and easy
to understand.

� Heterogeneous facets may be represented in comple-
mentary views providing different perspectives on
the information.

� Information facets can be used for meaningful
arrangement of story slices and for aggregation.

Since the main task of story synthesis is organizing multi-
ple disjoint information pieces so that relationships between
them could be perceived, we say that an arrangement is
meaningful when it exhibits certain relationships between
information pieces, such as spatial, temporal, or feature-
based similarity relationships.

Arrangement and aggregation according to informa-
tion facets accounts for and makes use of the inherent
properties of the facets. A facet can be considered as a set
(domain) elements of which may occur in data as values
in data fields. Facet properties are defined based on
relationships between their elements, particularly, the
existence of generic relationships of ordering and/or dis-
tance. Elements may also be linked by domain-specific
relationships. On this basis, the following types of facets
can be distinguished:

� Discrete entities or categories with no relationships: There
are neither inherent relationships, such as ordering or
distances, between the items nor explicitly specified
relationships of other kinds. Examples are people,
organizations, documents, words, topics, etc.

� Discrete entities with domain-specific relationships: Such
relationships can be specified explicitly in data or
derived through analysis. Examples are scientific
papers with citation relationships, paper authors
linked by co-authorship relationships, social media
posts with ‘reply’ and ‘repost’ relationships, etc.
Such relationships are often represented by graph
structures.

2504 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 26, NO. 7, JULY 2020

Authorized licensed use limited to: MICROSOFT. Downloaded on November 25,2020 at 08:29:21 UTC from IEEE Xplore.  Restrictions apply. 



� Linearly ordered elements: There are ordering relation-
ships between any two items. Examples are attrib-
utes expressing ranks or evaluation grades.

� Linearly ordered elements with distances: Apart from
ordering, there are distances between items. Exam-
ples are numeric attributes.

� Time: Elements of time (time moments) have order-
ing and distance relationships between them, but
time also involves cycles: daily, weekly, annual,
and/or domain-specific cycles, as in astronomy or
climate research. Hence, additional relationships
exist between the elements based on their positions
in the cycles.

� Space: Elements of a two- or three-dimensional space,
i.e., spatial locations, have no natural ordering but
have distance relationships among them. One-
dimensional spaces, as in analysing traffic along a
road, have both distance and ordering relationships
between the locations. Partial ordering relationships
exist in hierarchical spaces, such as a river with its
tributaries.

The existence of inherent relationships between facet ele-
ments suggests a way to arrange story slices in a layout that
is based on this facet. The principle is that the relative posi-
tions of the story slices should be consistent with the relationships
between the corresponding facet elements, as detailed below:

� Domain-specific relationships can be represented using
a node-link structure, where story slices are put in
the nodes, and the links represent the relationships.

� Linear ordering is represented by arranging story sli-
ces in a linear sequence. In case of two ordered fac-
ets, slices can be arranged on a 2D plane where the
dimensions correspond to the facets and the horizon-
tal and vertical positions correspond to the order
based on the respective facets.

� Linear ordering and distances: One may use a linear or
two-dimensional (in case of two facets) layout as
described above while making the distances between
the slices proportional to the distances between the
corresponding facet elements.

� Time: If temporal cycles are not relevant to the story
content, temporal relationships can be represented
using a linear layout as described above (e.g.,
Figs. 1C and 9). A singe cycle can be represented
using a radial layout where the story slices are posi-
tioned along a circle according to the positions of the
respective facet elements in the cycle. Two cycles
(e.g., daily and weekly) can be represented using a
2D layout, as in a case of two ordered facets; each
dimension corresponds to one cycle (e.g., Fig. 8a).

� Space: To represent spatial relationships, story slices
are arranged on a plane according to the relative spa-
tial positions of the respective facet elements, so that
the distances on the plane are proportional to the
spatial distances. When the space is geographic, it is
appropriate to use a geographic map as a back-
ground for the layout (Fig. 1D), to show the spatial
context. If the distribution of slices in the space is not
even, it may be useful to replace the precise positions
and background map by map-like representations

that preserve partial ordering and topology, such as
cartograms [56] or spatial tree maps [57].

� No inherent relationships: A meaningful layout can be
constructed based on similarity relationships estab-
lished through defining a suitable similarity measure,
or distance function, which is chosen or designed
according to the type of information [58], [59], [60],
[61]. Having similarity relationships expressed in
numeric measures, the analyst can apply projection
techniques, such as multidimensional scaling, for
arranging story slices.

Aggregation of story slices needs to account for distance
relationships regarding one or more facets, i.e., slices that
are put together should refer to close positions in space
and/or in time and/or have close values of numeric attrib-
utes. These kinds of aggregation can be referred to as spa-
tial, temporal, and attribute-based aggregation. Temporal
aggregation can also be done based on close positions in
temporal cycles, e.g., aggregate story slices referring to
morning hours of different days or to Sundays of each week.

Aggregation that does not use inherent distance relation-
ships should be based on meaningful grouping of story sli-
ces. A possible approach is clustering according to values of
multiple attributes; however, such artificially produced
groups need to be given explanatory labels to make them
understandable to recipients.

4.4 Links of Story Synthesis to Other Steps

The story synthesis step has two-way links to the steps of
analysis, in which story slices are derived from data, and
storytelling, in which narratives are designed from the con-
tent synthesized (Fig. 3). The forward links mean that
results of the analysis are used in story synthesis, the results
of which, in turn, are used in storytelling. The backward
link from story synthesis to analysis means that the steps
can be performed iteratively. The analyst is not necessarily
supposed to complete the analysis before starting story syn-
thesis. The analyst may switch at any time from analysis to
story synthesis activities to organize the story slices
extracted by this moment, critically review them, and, possi-
bly, remove some as insufficiently interesting. By manipu-
lating the workspace content, the analyst may also get an
idea how to proceed in the analysis. For example, if many
story slices are very similar, the analyst may decide to seek
something different. The backward link from storytelling to
story synthesis means that in the process of designing the
narrative the analyst may see a need in further aggregation
or re-aggregation, or adding details, or creating views for
side-by-side comparison, etc.

4.5 Application of the Framework

Our generic conceptual framework defines story synthesis
as the process of generating story content and structure.
The story content consists of story slices, which are multi-
faceted information pieces (Section 4.1). The story structure
is a particular organization of the story slices, including
aggregates and arrangements. The framework defines the
activities involved in story synthesis (Section 4.2) and pro-
poses guidelines for facet-based arrangement of story slices
(Section 4.3). This framework can be used in designing
visual analytics systems that provide support for story
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synthesis. We propose the following workflow for applying
the framework:

� Step 1: Define the types and structures of story slices.
Depending on the data and the goals of analysis, the
designer envisages the facts or patterns that can be
discovered and used as story slices. The analyst
defines the structure of these potential story slices, as
in Fig. 1A, i.e., the inherent facets and relationships
between them.

� Step 2: Design a representation for a story slice. Accord-
ing to the story slice structure, the designer chooses
a fitting data structure, such as a graph or a vector,
to represent extracted story slices internally in the
system, as in Fig. 1B. The designer also chooses or
devises a suitable visual representation of a story
slice, which will be used by the analyst (e.g., as the
representation of the findings F1..F5 in Fig. 1C). This
representation may not necessarily be used in the
final story; thus, at the storytelling stage, the
designer may decide to replace it by something else
that can look more appealing to the recipient.

� Step 3: Define story synthesis support functions. The
designer defines the system functions required for
constructing story slices or extracting story slices
from visual displays, managing the items obtained,
and supporting the story synthesis activities listed
in Section 4.2.

� Step 4: Design the visual analytics system. This includes
the design of tools enabling discovery of facts or pat-
terns that may become story slices. Besides, the
designer defines the way of supporting the transitions
between the analysis and story synthesis (Section 4.4).

To demonstrate the application of the framework, we use
two examples. The first example, which refers to social
media analysis, is presented in more detail than the second
example referring to flight analysis in aviation domain.

5 APPLYING THE FRAMEWORK TO SOCIAL MEDIA

ANALYTICS

In this example, we apply the general conceptual framework
to analysing geolocated social media data and constructing

stories about users’ reactions to significant events happening
in theworld, e.g., in politics, sports, or culture (Fig. 4). Impor-
tant facets of such data are the user, location, time, and mes-
sage text. It is usual to represent texts as collections of
keywords [39], [43]. Hence, we define a story slice as a tuple
< User; Location; Time;Keywords > . Specifically, we use
Twitter posts related to the Brexit, i.e., the plan of the United
Kingdom to leave the European Union (see https://en.
wikipedia.org/wiki/Brexit). We crawled 380,000 geo-tagged
Twitter messages containing “Brexit” in either message texts
or hashtags and posted on the territory of the UK and Ireland
in 2017. The main goal of the analysis was to reveal differen-
ces in people’s behaviours (i.e., reactions to Brexit-related
events and their evolution) across regions and time periods.
The story of Brexit is interesting to sociologists, journalists,
and the general public, whichmotivates the use of this exam-
ple for demonstrating how story synthesis can be supported
in a visual analytics system.

5.1 System Functions

We translate the general requirements for supporting the
story synthesis activities (Section 4.2) into a list of system
functions implementing these requirements.

� Aggregation of story slices. We support semi-automatic
aggregation based on space, time, user, and keywords.

� Facet-based layouts. We enable layouts according to
time, location, user, and keywords.

� Embedded details. We enable construction of nested
layouts for providing details of spatial, temporal and
user distribution as well as raw Tweet messages.

� Comparative views. We enable analysts to select
groups of findings and arrange them for comparison.

� Iterative process. We implement the two-way links as
shown in Fig. 3 and explained in Section 4.4.

� Annotation. We support analysts in attaching text
annotations to items (slices and aggregates), item
groups, and regions in layouts.

5.2 Analysis Phase with Creation of Story Slices

Our visual analytics approach integrates topic modeling
and interactive visualization focusing on the spatial,

Fig. 4. The framework for integrating visual analytics, story synthesis, and storytelling is illustrated by an example of social media data.
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temporal, user and keyword perspectives (Fig. 6). Analysts
can iteratively explore the data, extract findings, and and
submit them to a dedicated workspace for story synthesis
(Fig. 5). The analytical functions of the system need to be
described to enable understanding of the kinds of findings
that can be obtained.

5.2.1 Topic Modeling

Topic modeling is a class of statistical techniques that dis-
cover themes from a set of texts. A topic is represented by a
set of significant words that are considered as related
because of the close repeating occurrences in the texts. The
words are associated with weights expressing their signifi-
cance in regard to the topic. We use LDA [62], which is a
representative technique of topic modeling. The input of the

LDA process is a set of pre-processed text documents,
where each document is represented by a bag of words
with their frequencies. The output is a set of extracted
topics, i.e., combinations of weighted keywords, and the
probabilities of the topics for each document. Topic model-
ing methods produce good results when documents are suf-
ficiently long. However, social media messages are usually
very short texts including only a few meaningful words;
hence, it is problematic to model topics. To solve this prob-
lem, we create artificial documents by joining multiple texts
based on assumptions of potential relatedness (Fig. 5-Data
Processing). We use two bases for text joining (aggregation):

� User + time: We aggregate messages of the same per-
son posted at close times, assuming that a person
keeps a certain kind of reaction for some time.

� Location + time: We aggregate messages posted in
neighboring locations at a close time, assuming that
people living in the neighborhood may share some
similarity.

We aggregate the tweets using the two approaches and
generate the same number of topics based on each aggrega-
tion through LDA, following the approach proposed in [63].

5.2.2 Topic Visualization

To gain an overall understanding of the extracted topics
(Fig. 5-Topic Overview), we propose two visualizations,
topic projection (Fig. 6a) and comparison (Fig. 6b). The visu-
alizations support answering the following questions: what
are the topics (i.e., their semantics), how they are related to
each other, and how the tweets referring to the topics are
distributed over time.

For topic projection (Fig. 6a), we apply the t-SNE algo-
rithm [64] based on the keyword weights. Purple and yel-
low colors in Fig. 6 correspond to the topics based on user
+time and location+time aggregations, respectively. The

Fig. 6. Visual analytics interface of social media, including (a) topic projection view, (b) topic comparison view, (c) user/location distribution view, (d)
temporal view, (e) story slice generation parameters, and (f) raw data table.

Fig. 5. Visual analytics phase. After topic modeling, analysts explore the
collection of messages from four perspectives and extract story slices.
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use of colors is consistent throughout all visualizations. The
projection display includes the topics represented by col-
ored dots and the representative keywords of groups of
topics that are close in the projection. The font sizes encode
the frequencies.

The topic comparison view (Fig. 6b) enables comparison
of topics derived in two ways, user-based and location-
based. For each topic, the display contains a time histogram
representing the counts of unique users or locations, respec-
tively, by time intervals. User-based and location-based
topics are linked by lines if the degree of their semantic sim-
ilarity (in terms of keyword weights) exceeds a given
threshold, e.g., top 20. The analyst can explore semantic and
temporal similarities in user- and location-based topics.

5.2.3 Exploring People’s Reactions

Analysts can select topics from topic visualization. In
response, the spatial, temporal and semantic details of the
selected topics are visualized (Fig. 5-People’s Reaction
Exploration). Analysts can also select a time period.

LDA gives the weight (probability) of each topic for each
aggregated text. In response to the topic selection, the texts
with high weights of the selected topics are chosen, and the
corresponding sets of users and/or locations are extracted
and represented in bubble charts (Fig. 6c), where each circle
represents a user or a locationwith timewhile the size is pro-
portional to the number of tweets posted by this user or at
this location. Analysts can click on a circle to select details.

Fig. 6d presents a temporal display that shows how
tweet posting related to the selected topics evolves over
time. There are three main parts, user-tweet histogram
(top), location-tweet histogram (bottom), and keyword flow
(middle), sharing a common horizontal axis representing
time. In the histograms, the bar lengths represent the tweet
counts; each bar corresponds to one day. In the keyword
flow view, tweets are aggregated by longer time intervals,
such as one month, which gives more display space for
presenting the keywords that occurred frequently in these
intervals. Each circle corresponds to one keyword, and the
size is proportional to the frequency. On the right of each
keyword group, there is a bar representing the distribution
of the tweets in the respective time interval over the users
(in purple) or locations (in yellow), depending on the analy-
st’s choice. The bar is divided into segments proportionally
to the amounts of tweets from individual users or locations.
There are light curved lines connecting bar segments to key-
words to show the main themes of the users or locations.

Analysts can observe temporal trends regarding the
keywords in the discussions and topic-related tweeting
activities of the users and locations.

Analysts can apply selection, exclusion, and filtering
operations to four facets of the information dealt with:
users, keywords, time, and locations. For example, after
analysts remove two dominating users (Fig. 6c) and exclude
dominating keywords such as “Ireland, EU, UK”, etc, more
specific keywords, such as “business, border”, pop up. Gener-
ally, analysts can exclude what they already know and get
more details for the remaining data. This can be done for
any of the facets.

5.2.4 Generation and Refinement of Story Slices

In the course of the analysis, analysts define their findings
by interacting with the visualizations and submit the find-
ings findings to a dedicated workspace (Fig. 5-Story Slice
Submission). Story slices are represented as graphs, which
are constructed automatically based on analysts’ interac-
tions. Each story slice has one key and one or more att-
ributes attached to it. The key is based on one of the
information facets, depending on the analysis focus, i.e., it is
a specific user, location, time interval, or keyword (Fig. 7).
All information related to the key is represented as attrib-
utes, e.g., for a user, the attributes include the keywords
that occurred in the user’s tweets, the locations from where
the tweets were posted, and the time when this happened,
with the corresponding tweet counts. Story slices are gener-
ated by clicking on display elements (Fig. 6). The type of ele-
ment that is clicked on defines the key of the slice (e.g., it is a
user in Fig. 7a), and the system automatically extracts the
related data and generates story slice attributes accordingly
(Figs. 7a and 7b). Analysts can interactively edit slices by
removing unnecessary attributes (Figs. 7b and 7e).

5.3 Story Synthesis Phase

5.3.1 Facet-Based Layouts and Aggregation

According to the general framework, our system enables
analysts to arrange story slices in different layouts based on
information facets (Fig. 8). This also includes aggregation
of story slices as a means of information and display sim-
plification. Aggregation takes place when several story sli-
ces receive identical or very close positions in a layout
and have a common key node. Such a group is merged in a
single graph with the same key node, and the attributes
are merged accordingly.

Fig. 7. An example of creating a story slice. The analyst selects an interesting user. The user’s tweets were mostly posted at time A with keywords B
and C from locations D and E (a). A story slice is created under parameters of the maximal number of attributes and the minimal percentage of tweets
(b). It can be refined by removing unwanted attributes (c). The visual representation of the story slice depends on the chosen layout (d, e).
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The facet chosen for a layout may correspond to either
the key or attributes of the story slice. Nodes corresponding
to the layout’s facet receive fixed positions in the layout,
and the remaining nodes are positioned in the vicinity while
avoiding overlaps. Fixed nodes are shown as rectangles and
associated nodes as circles. When fixing the key node, all
attributes nodes are associated (Fig. 7d). When the layout’s
facet corresponds to two or more attributes of a story slice,
the latter receives several positions in the layout. These
positions are connected by lines (Fig. 7e). The examples
shown in Figs. 7d and 7f correspond to the layouts pre-
sented in Figs. 8c and 8a.

For creating a time-based layout, the analyst can choose
between the linear (Fig. 9) and 2D arrangement (Fig. 8a).
The latter reflects the cyclic structure of time. In our use
case, the rows correspond to months and the columns
to days. A geographic map is automatically included as a
background in location-based layouts (Fig. 8b). User-based
layout arranges users according to the amounts of tweets
they produced so that the most active users receive the
highest prominence (Fig. 8c). In the keyword-based layout,
the keywords are arranged in a 2D space by means of multi-
dimensional scaling (MDS). The distance corresponds to
the number of shared attributes between the keywords
(Fig. 8d). Then a force-directed layout algorithm is applied
to remove duplication and overlaps. In any automatically
produced layout, the analyst can interactively customize
the arrangement by moving the nodes.

As simplicity is important for information communica-
tion, arrangements of story slices are simplified in the fol-
lowing ways:

� Aggregate story slices based on one or more facets.
� Show/hide attributes. For example, if analysts pri-

marily want to show the keywords distribution over
time, the display of users and locations can be
switched off.

� Shift labels when two nodes are near to avoid over-
lapping (Fig. 9).

� Apply constrained force-directed layout technique to
node positions to avoid overlapping of nodes.

5.3.2 Details on Demand and Nested Layouts

The principle ’details on demand’ is applied in showing
relationships among nodes. Explicit visual representation of
all relationships would greatly increase the display com-
plexity. To avoid this, only links from keys to attributes are
shown explicitly. Other relationships can be seen through
interaction with the display. When the viewer hovers on a

Fig. 9. Highlighting items in a time-based linear layout. Examples show
highlighted keywords of (a) GE2017, (b) borders, and (c) business.

Fig. 8. Layout methods to organize story slices according to different perspectives: (a) time cycles, (b) locations, (c) users, and (d) keywords.
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node, this node is highlighted together with the nodes that
are directly or indirectly connected and the nodes with the
same key, while the remaining nodes are muted (Fig. 9). In
the course of story synthesis, ‘details on demand’ also
means that analysts can retrieve the original tweet messages
by clicking on a node. Seeing the tweets, the analyst can
generate explanatory annotations for inclusion in the story.
Such annotations can provide more details to recipients.

Nested layouts (Fig. 10) are used for includingmore details
for data subsets and showing them from different perspec-
tives. When the analyst selects a subset of nodes by brushing,
the system generates a sub-canvas for this subset, where the
analyst can arrange the information in a specific way, which
may differ from the overall layout. For example, the analyst
may want to show for a specific time range where the corre-
sponding tweets come from. The analyst selects the time range
in a temporal layout. A nested canvas is created, and the

analyst can position and resize it. Then the analyst chooses the
location-based layout for the nested canvas. The system auto-
matically extracts the location attributes of the selected nodes
and arranges them as keys in the nested canvas. Furthermore,
the analyst can highlight keyword attributes in the nested
location-based layout (Fig. 10a). This will allow the recipients
to see the keywords distribution over locations in the chosen
time range. Another example is creation of nested views for
showing the temporal distribution of tweets for selected loca-
tions (Fig. 10b). Such nested layouts can be used to combine
multiple facets in one view. Creation of two or more nested
views can also be used for enabling comparisons.

5.3.3 Manipulation of Layouts

To adjust an arrangement of nodes to analyst’s ideas for pre-
senting the information in a story, the analyst may manipu-
late some arrangements by moving nodes and groups of
nodes in a drag-and-drop manner. This is possible in user-
and keyword-based layouts, which are not based on spatial
coordinates or positions in time. Thus, the analyst can drag
specific users to desired positions (Fig. 11c). In this example,
the analyst has created three regions for different groups
of users, which can be now compared. This demonstrates
the use of layout manipulation for creating a comparison
view. Another possibility is the creation of nested layouts
discussed earlier (Fig. 10).

5.3.4 Annotation and Visual Linking

Annotation and visual linking are essential for storytelling.
They help analysts to convey important ideas and facilitate
understanding of the stories by the readers. With our system,
analysts can easily add and remove annotations, put annota-
tions in desired positions, and visually link them to selected
items. For example, Figs. 10 and 11 containmultiple text boxes
and links that were interactively added by the analyst.

Fig. 10. Creation of nested layouts. (a) Nested layouts enable compari-
son of keyword distributions over locations in two time periods. (b)
Nested layouts enable comparison of temporal distributions for two
locations.

Fig. 11. Analysis and story synthesis performed by a sociology researcher. She analyzed different types of people’s reactions (a) and synthesized the
analysis results into a story from perspectives of users (b), locations (c) and time (d). High resolution figure is in supplementary materials which can
be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TVCG.2018.2889054.
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5.3.5 Iterative Story Synthesis

We support two-way transitions between the analysis and
story synthesis activities (Fig. 3). When constructing a story,
the analyst can click on nodes to see the corresponding orig-
inal data in the visual analytics system. When analysts feel
that additional information would be good to add to the
story, he/she can go back to the visual analytics system to
continue exploration and extract suitable story slices. The
current layout will be automatically updated when new
story slices are added. In such manner, analysts can analyze
data and construct stories iteratively.

5.4 An Illustrative Example of Story Synthesis

We describe a scenario of synthesizing a story about
Ireland-related discussions in the corpus of tweets concern-
ing Brexit. In the analysis process, the analyst noticed and
selected a topic involving keywords related to Ireland. In
response, tweets associated with this topic were retrieved
for exploration. In the user distribution view, the analyst
observed two outstanding Twitter users dominating others
by the amounts of posted tweets (Fig. 6c). The analyst
judged them as important and created story slices with
these users as the keys. Then, the analyst explored the loca-
tions of the Ireland-related tweets and found that most
of them were in Ireland and only a few were in London.
He created story slices with these locations as the keys. He
edited the slices by removing uninformative keywords,
such as ‘Ireland’. After excluding the dominating two
people and several dominating keywords, such as ‘UK’
and ‘EU’, other users and keywords received better visibil-
ity. The analyst explored the keyword occurrences over
time and created story slices for several keywords from
different time periods: ‘GE2017’ in June, ‘border’ in the
later months, ‘business’ and ‘trade’ in November, etc. In
this way, the analyst created in total 23 story slices with
127 attributes.

In the story synthesis view, the analyst organized the sli-
ces in spatial, temporal, user-based, and keyword-based
layouts and attaches annotations to selected findings
(Fig. 8). He also created a temporal layout showing the evo-
lution of keyword occurrences. From this, the analyst cre-
ated views for the three earlier found periods with the
prevalence of different keywords by highlighting and anno-
tating corresponding groups of nodes (Fig. 9). Then, the
analyst wanted to relate some findings to locations. He
selected two time periods, June and October, and generated
two nested layouts as shown in Fig. 10a. In a similar way,
he created embedded temporal views in the geographic lay-
out (Fig. 10b).

The resulting organized material for a story included
four initial overviews (Fig. 8), three more detailed views
showing trends in keyword usage (Fig. 9), and two multi-
facet comparative views (Fig. 10).

6 EXPERT EVALUATION

We collaborate with two experts from domains of sociol-
ogy and political research who specialize in studying
social media’s reaction to events and have several years of
research experience. The experts are strongly motivated to
apply visual analytics in their research and spread their

findings to public audience. The evaluation was con-
ducted using semi-structured interviews. One expert
worked with the system herself under our guidance. The
second expert discussed a demonstration of the system
operated by one of the authors. As the main goal of the
evaluation was to verify the effectiveness of the proposed
story synthesis framework, we asked the experts to com-
ment more on the approach than on the features of the
software system.

6.1 Expert’s Experience

The expert-sociologist analyzed the Brexit data and gener-
ated her own story. We recorded the process of analysis
story generation (Fig. 11). The goal of the analysis was to
understand how people with different attitudes in respect
to Brexit react in social media and what they mainly talk
about. Starting from the topic model visualization, the
expert brushed several regions in the topic projection
space, including topics with representative keywords
“Irish, border”, “Trump, deal”, “Scotland”, “#stopbrexit,
#brexitshambles”, “UKIP” etc (Fig. 6a). During the explora-
tion stage, she used two functions: details on demand and
drill down by exclusion. She observed three main categories
of people and their typical behaviors: supporters, oppo-
nents and people with a neutral opinion. She further tried
to analyze the spatial, temporal and keywords distribution
of these categories. For example, she identified a topic
focused on the “BrexitOrRemain” keyword with a hot dis-
cussion during the first six months of 2017. She noticed that
people who supported Brexit often referred to a popular
user named “lordbrexit”, who actively advocated Brexit
and had a high social impact. By interactively drilling down
to detail, she also identified people who held up the
“standfirm4remain” keyword for a long time, continuously
posting messages to call for anti-Brexit (Fig. 11a).

In the story synthesis process, the expert gradually fil-
tered nodes and refined their attributes. From the initially
selected 35 key nodes with 150 attributes, she removed 5
key nodes and several suggested attributes that she was not
interested in, thus resulting in 30 key nodes with 128 attrib-
utes. This set was used for synthesizing a story. At the
beginning of this activity, the expert stated: “I would like to
differentiate people by what they were talking about, and then
examine and tell stories about the evolution in time and geo-
graphic distribution.” For this purpose she performed the fol-
lowing interactions. First, she switched to the User Layout
panel and observed the keyword distribution for the
selected users. By freely dragging the user nodes into the
categories (support, against, neutral), she observed cluster-
ings of their main keywords. Brexit supporters posted
tweets with keywords “LeaveEUOfficial, UKIP, britishawake,
lordbrexit”, while the opponents tended to use key-
words “stopbrexit, standup4firmremain, dontbrexitfixit”, etc.
(Fig. 11b). Next, she organized the story slices in a linear
temporal layout and annotated examples of supporters and
opponents of Brexit above and under the timeline, respec-
tively. By citing prominent example messages such as
“Brexit is a big mistake as only a minority voted for it. 29.6m of
the electorate didn’t vote for it. That’s a 63 percent majority.”,
she illustrated the story of a special keyword ‘29:6m’
(Fig. 11d). She also examined the geographic distribution of
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the different people’s keywords on the map. The findings of
the attitude of people correspond to the overall voting pat-
terns for regions. For the Greater London region with a com-
plicated voting pattern, she summarized the distribution of
keywords (Fig. 11c).

6.2 Experts’ Feedback

We interviewed two experts for about 1.5 hours each. Both
experts provided positive and constructive feedback.

The sociology expert who used the software herself com-
mented on analysis and story synthesis: “The interactive
nature of this data visualization tool simplifies the process of
deducting information for telling a coherent story. Keyword flow
allows users to interact with Twitter data arranged by time, loca-
tion, and frequent topic contributors. Such layouts facilitate bun-
dling several variables in the same graph, enabling efficient
patterns search. I like that I’m able to ‘exclude’ irrelevant key-
words during the analysis, which makes it easy for me to construct
the story. The consistency of the time, location, user and topics
within the analysis process helps me to produce the final results.”
She also had several suggestions and comments specifically
to social media analysis:“For social scientists, it will be interest-
ing to see whether the Twitter users opinions are merely a reflec-
tion of the news report, or it is actually far from the ‘mainstream’
opinions. As the result of Brexit, in a similar case, Trump’s being
elected, were usually presented as an unexpected outcome. It will
be interesting to see whether we can somehow ‘predict’ or observe
the opinion pattern before the referendum.”

The political researcher provided comments after a dem-
onstration of several cases, hands-on experiment, and dis-
cussion. Concerning the general idea, she commented:“I like
this concept very much. Indeed it is what I need in my current
research. Usually, after conducting analytics, I have to organize
findings myself. There are no suitable tools to support me to orga-
nize results. I especially like the idea of submitting results and orga-
nizing stories.” For the story synthesis phase and interactions,
she pointed that “We really need to construct our research insight
from different perspectives. Especially with geographic informa-
tion, my colleagues who study geopolitics will definitely need this.
And also free comparison functions are needed for organizing the
findings.” As political experts often study social media for
understanding people reaction to government policy, she
pointed out domain-specific suggestions:“We care about the
classification of users and their relationships. When we tell the
story, we usually need to clarify the types of users in the final sto-
ries. If both analytics and user-facet story synthesis part can add
such support, that will be great. The other issue I’m a bit concerned
is the problem of tautology. The analysts should pay attention to
escape that, but the current tool doesn’t prevent it.”

7 APPLYING THE FRAMEWORK TO TRAJECTORY

ANALYSIS RESULTS

To demonstrate the generality of the proposed framework,
we apply it to previously obtained results from analysing
aircraft trajectories [51]. For the illustrative purpose, we ful-
fil all steps of the suggested framework application work-
flow (Section 4.5) except for supporting interactive
extraction of story slices from visual displays (this would
require significant changes in the system that was used for
the analysis; we instead construct story slices manually).

The analysis concerned the routes of aircraft approaching
five airports of London during four consecutive days. The
analysts identified the relationship between the route choice
and the wind direction. On day 1, the airports were mostly
approached from east to west, while the wind direction
was from west to east. The approach direction changed to
the opposite in the remaining three days, which was related
to a change of the wind direction. The analysts also noti-
ced that the change of the approach routes to one airport
(Stansted) happened at a different time compared to
the others. Through detailed investigation, the analysts
explained this distinction by the different runway orienta-
tion in Stansted than in the other airports. The analysis also
included exploration of holding loops, i.e., circular move-
ments made by aircraft in the air when they wait for a per-
mission to land. The highest number of loops occurred in
the flights coming to the airport Heathrow. The loops were
done in particular places, which were different on the first
day and during the further three days.

A suitable story slice for presenting this kind of findings
represents a group (cluster) of flights with similar routes
using the following information facets: destination airport,
flight time, landing direction, wind direction, number of
loops, and location of the loops. To demonstrate the change
of the approach paths over time, we aggregate the story sli-
ces representing the flight clusters in each day based on the
landing and wind directions and create a layout in which
the aggregated slices are arranged according to the time
facet (Fig. 12b). To demonstrate the difference of Stansted
from the other airports, we create a geographic layout show-
ing the locations of the airports and incorporate in it two
nested comparative arrangements with time-based layout
(Fig. 12c) showing how the landing directions changed in
Stansted and in the other airports. To demonstrate the high
number of loops in the flights coming to Heathrow, we cre-
ate a geographic arrangement showing the total numbers of
flights with loops for all airports. We embed another geo-
graphic layout linked to the Heathrow airport, in which we
demonstrate the relative positions of the loops with respect
to the airport location (Fig. 12d). We annotate the draft
views with explanatory texts.

This example demonstrates the possibility to apply the
framework to a kind of information that is different from
the social media data. To save technical implementation
effort, we did not design a more specific visual representa-
tion for a story slice but re-used the same representation as
in the social media case. As noted in Section 4.5, the visual
representation of a story slice used by the analyst for con-
structing story contents may be replaced by another repre-
sentation at the stage of storytelling. The main purpose of
the story synthesis phase is to define and organize story
content, and our example shows how this is done. Particu-
larly, it demonstrates the application of the principles
of facet-oriented arrangement of information presented
in Section 4.3.

We can conclude that our framework is general enough
at the conceptual level due to the consideration of the
different kinds of information facets and corresponding
approaches to arranging story slices (Section 4), and at the
implementation level, as demonstrated by its application to
two substantially different domains.
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8 DISCUSSION AND CONCLUSION

We developed the concept of story synthesis and the frame-
work for story synthesis support through a practical exer-
cise on proceeding from analyzing social media data to
organizing disjoint findings in a story. This exercise stimu-
lated and informed our reasoning on characterizing the gap
between analysis and storytelling and defining the required
intermediate step. Using several specific examples, we
strove to reason in a general way and develop concepts and
principles that would be applicable to various kinds of data
and problem domains. We have thus developed the general
concept of story slice as a structure involving information
facets, described the possible types and inherent properties
of facets, and elaborated the ideas of using these properties
for meaningful arrangement of story slices. This constitutes
a general framework applicable to different kinds of infor-
mation. In the following, we discuss some aspects of the
framework and the lessons learned during our work.

Content Preparation and PresentationDesign. Story synthesis
includes defining and arranging the contents of a story but
not its final look and feel. The visual displays that are used in
the course of story synthesis are primarily meant for the ana-
lyst rather than for the audience; therefore, they may be
called “draft views”. They can, in principle, be directly pre-
sented to the audience, as we did in our expert evaluation,
but it would be appropriate to develop them into audience-
oriented presentations by applying design principles and
techniques used in storytelling [2]. We consider our research
as complementary to the existing storytelling research [1].

Story Logic Guidance-Balance between Flexibility and
Guidance. Story synthesis tools should support creativity,
which requires the flexibility of organizing, combining and

editing the story contents. At the beginning, we thought of
supporting full flexibility, but understood that it entailed
high complexity and lack of orientation for the analyst. We
thus came to the idea of automated generation of meaning-
ful layouts based on the properties of information facets.
Still, analysts should be able to make adjustments according
to their ideas. A good enhancement could be to enable
(semi-)automatic generation of stories that follow estab-
lished narrative structures [2], [17] while respecting the
characteristics of the data. Another problem to consider is
avoidance of tautologies, i.e., needless re-occurrences of the
same findings, which were detected by one of the experts
participating in the evaluation (Section 6.2). Such re-occur-
rences could be detected automatically. More generally, it
would be worthwhile to conduct further research on guid-
ing analysts towards better story organization.

Visual Analytics Requirements. In current practices, the
design of visual analytics systems is often performedwithout
proper regard to the needs for communicating analysis
results. Though several papers started to consider storytell-
ing requirements for visual analytics [28], [29], systematic
guidelines for supporting storytelling in visual analytics are
still lacking.We believe that it is critical to consider communi-
cation requirements early in the system design. This will help
designers to define the structure of possible findings, choose
a suitable representation for them, and enable analysts to
materialize their observations and thus collect findings that
can then be communicated to the intended audience.

Sensemaking and Story Synthesis. Sensemaking is described
as an iterative process that gradually transforms raw data
into knowledge [65]. The process includes two sets of activi-
ties: the foraging loop (search and filter data, read and extract
relevant information) and the sensemaking loop (organise

Fig. 12. The general framework applied to findings from trajectory analysis. (a) Analysis results [51]. (b-d) Synthesized draft views for illustrating the
findings: relationships between landings and wind (b), differences of these relationships among the airports (c), and differences in the numbers and
spatial positions of holding loops (d).
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information, build hypotheses and present them). Many
visual analytics system have been developed to support the
sensemaking process [66]. However, most of them focus on
the foraging loop (such as the famous Jigsaw [67]), with just
a few systems supporting the sensemaking loop [68], [69]. In
our view, within the sensemaking loop, the final storytelling
step is not straightforward because the hypotheses derived
from visual analytics systems are often too complex to be
understood directly. Hence, the story synthesis step is
required before presenting sensemaking results to decision
makers or other kinds of recipients. Our framework is
designed to help synthesize information and reduce com-
plexity in order to achieve efficient presentation of results to
recipients.

Potential Bias of Story Synthesis. Visualization itself may
lead to cognitive biases [70]. Story synthesis process is
highly dependent on analysts who conduct analysis and the
ideas and opinions they want to express in the stories.
Hence, in the process of story synthesis, biases can be easily
introduced. While it is hardly possible to preclude con-
scious biases, visual analytics systems can try to decrease
the risks of unconscious biases that occur when the analyst
overlooks some part of information. A system can check if
the analyst has explored the full data at the same level of
detail and warn the analyst about a possible bias or suggest
to look at unexplored parts of data.

Further Evaluation. We evaluated our framework and its
implementation for social media data with involving two
experts from relevant domains. It is appropriate to continue
testing by applying the framework to diverse domains and
involving experts and analysts with different professional
backgrounds.

To summarise, we have proposed a general framework
for bridging the gap between visual analytics and storytell-
ing by introducing a story synthesis phase that extends the
visual analytics workflow and connects it to storytelling.
Expert evaluation showed that our framework can help ana-
lysts in organizing their findings into stories. We checked
the applicability of the framework to diverse problem
domains and data structures. The framework is intended to
inform designers and developers of visual analytics systems
who want to support analysts in preparing analysis results
for presentation and communication to general audience or
other recipients lacking expertise in visual analytics.
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