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ABSTRACT

Business Intelligence (BI) plays a critical role in empowering mod-
ern enterprises to make informed data-driven decisions, and has
grown into a billion-dollar business. Self-service BI tools like Power
BI and Tableau have democratized the “dashboarding” phase of BI,
by offering user-friendly, drag-and-drop interfaces that are tailored
to non-technical enterprise users. However, despite these advances,
we observe that the “data preparation” phase of BI continues to be
a key pain point for BI users today.

In this work, we systematically study around 2K real BI projects
harvested from public sources, focusing on the data-preparation
phase of the BI workflows. We observe that users often have to
program both (1) data transformation steps and (2) table joins steps,
before their raw data can be ready for dashboarding and analysis.
A careful study of the BI workflows reveals that transformation
and join steps are often intertwined in the same BI project, such
that considering both holistically is crucial to accurately predict
these steps. Leveraging this observation, we develop an Auto-Prep
system to holistically predict transformations and joins, using a
principled graph-based algorithm inspired by Steiner-tree, with
provable quality guarantees. Extensive evaluations using real BI
projects suggest that Auto-Prep can correctly predict over 70%
transformation and join steps, significantly more accurate than
existing algorithms as well as language-models such as GPT-4.
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1 INTRODUCTION

Business Intelligence (BI) plays a crucial role in modern enterprises,
by empowering non-technical enterprise users to make informed
data-driven decisions, and has grown into a billion-dollar business.

Over the past decades, “self-service” BI tools like Power BI and
Tableau have democratized BI [4, 5], by providing intuitive drag-
and-drop interfaces, to enable even non-technical users to create
engaging BI dashboards for interactive data analysis.

Data preparation remains a pain point in BI. Despite the
advances in the “dash-boarding phase” of BI, which is a strength
of today’s BI tools, depicted as the final step (S3) in Figure 1, we
observe that non-technical users continue to struggle with the “data
preparation” phase, which in a typical BI workflow often needs to
happen first before dashboards can be built and analysis can be
performed, like depicted as step (S1) and (S2) in the figure.

Specifically, starting from raw data (which can be database ta-
bles, or flat files like CSV and Excel, etc.), users typically need to

Figure 1: Typical workflows of end-to-end BI. (S1) Raw data is

first transformed; (S2) the transformed tables are then joined

to create a BI model; (S3) finally, users use the BI model to

create dashboards. We in this work focus on (S1) “transform”

and (S2) “join”, in the “data preparation” phase of BI.

go through two steps in the data preparation phase, which are
(S1) Transform: or convert data files into proper tables, by relation-
alizing data [35, 54] and standardizing values [42, 43]; and then
(S2) Join: or link transformed tables via logical join relationships [3,
32], similar to how primary keys / foreign keys (PKs/FKs) are spec-
ified in databases, so that inter-linked analysis (e.g., cross-filtering)
between multiple tables becomes possible on dashboards [6, 20].

Both of these data preparation steps, (S1) transform and (S2) join,
are common in practice. In a sample of 1837 real BI projects, we
found 89% have multiple tables that would require joins, and 43%
require transformations. We use an example simplified from real
BI projects, to illustrate the two types of data-preparation steps.

Example 1. Consider our BI expert Alex who collected Table 1-4,
and now wants to build BI dashboards to visualize how birth rates
and economic statistics changed in different countries over time.

For a BI expert and from a dimensional-modeling perspective [38,
50, 59], it would be obvious that Fertility and Economics are
what is known as “fact tables” that contain key numerical measures
of interest (e.g., fertility rates and economic readings), while “Date”
and “Country” are “dimension tables”, whose primary keys (“Year”
and “Country”) can join with corresponding foreign-key attributes
in the fact tables, so that users can slice/dice to perform analysis
over these dimensional attributes (e.g., to answer questions like “in
which decade and which continent is fertility the highest?”)

However, as is often the case in real-world BI, these raw input
tables are not yet ready for analysis in their current forms, because:

(1) The year values (“2010”, “2011”, etc.) are presented as column
headers in the “Fertility” table (Table 1), in a cross-tabulated
format, which makes it hard to join these years with the “Year”
column in the dimension-table “Date” (Table 2) for analysis;
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Table 1: Fertility (fact)

Country 2010 2011 2012

Poland 1.38 1.3 1.3
Chile 1.86 1.84 1.83
Morocco 2.58 2.65 2.71
Turkey 2.1 2.08 2.06
Table 2: Date (dim)

Year IsLeap Days

2010 No 365
2011 No 365
2012 Yes 366

Table 3: Economics (fact)

Line-ID Code Metric Value

CHL-CY2010 CHL GDP 12756
CHL-CY2011 CHL GDP 14637
CHL-CY2012 CHL GDP 15397
CHL-CY2010 CHL CPI 100
CHL-CY2011 CHL CPI 103.3
CHL-CY2012 CHL CPI 106.4
CHL-CY2010 CHL Payroll 55.16
CHL-CY2011 CHL Payroll 57.01
CHL-CY2012 CHL Payroll 57.43

Table 4: Country (dim)

Code POL CHL TUR MAR

Country Poland Chile Turkey Morocco
Continent Europe S. America Europe Africa
Developed Yes No Yes No

(2) Even though both “Fertility” (Table 1) and “Economics”
(Table 3) need to join with the dimension-table “Country” (Ta-
ble 4) for analysis, countries in the “Country” table are not
shaped in the vertical direction to make such joins possible;
(3) The table “Economics” (Table 3) has a “Line-ID” column us-
ing the country-code-then-year format (“CHL-CY2010”), which
needs to be transformed (e.g., into “2010”), before it can equi-join
with the “Year” column in “Date” (Table 2);
(4) Finally, the fact table “Economics” (Table 3) contains different
types of economic readings (GPD, CPI, Payroll, etc.), which how-
ever are stored as key-value pairs in the column “Metric” and
“Value”, that should move into separate columns for analysis;
As a seasoned BI expert, Alex identified these necessary steps,

often using clues based on what needs to “join” to decide what
transformations may be needed, before any analysis can be per-
formed. She then went on to program these steps, using her favorite
tools (which can be Python Pandas, R, etc.). Specifically, she would:

(1) Invoke the “Unpivot” transformation on “Fertility” in Ta-
ble 1, so that the years become a new column in the transformed
version of “Fertility” in Table 5 (marked in yellow ), which
becomes joinable with the “Year” column in the dimension table
“Date”, also marked in yellow in Table 7;
(2) Invoke the “Transpose” transformation on “Country” in Ta-
ble 4, to produce a transformed version of “Country” in Table 8,
which becomes joinable with both the transformed “Fertility”
in Table 5, through the “Country” column (marked in green ),
and also “Economics” in Table 6, through the “Code” column
(marked in purple );
(3) Invoke a string transformation “Split” on the “Line-ID”
column of “Economics” in Table 3, which splits the field us-
ing delimiter “-”, takes the second component, and then uses
“Substring” to extract the last 4 characters to produce a new
“Year” column in Table 6 (marked in yellow ), which becomes
joinable with the “Year” column of “Date” in Table 7 (also
marked in yellow ).
(4) Invoke the “Pivot” transformation on “Economics” in Ta-
ble 3, to produce Table 6, which now has different metrics (GDP,
CPI, etc.) as separate columns for analysis;
After Alex programmed the transformations above, she would

have completed the transformation stage of BI (stage S1 in Figure 1).
Alex can then join/link the transformed tables in Table 5-8, which
are effectively PK/FK joins as indicated by their colors, to complete
the join stage (S2 in Figure 1). These logical join relationships create
what is known as a “BI model” [3, 32], from which dashboards can
then be easily built using drag-and-drop in tools like Tableau and

Table 5: Fertility (fact)

Country Year Fertility

Chile 2010 1.86
Chile 2011 1.84
Chile 2012 1.83
Turkey 2010 2.30
Turkey 2011 2.21
Turkey 2012 2.34

Table 6: Economics (fact)

Year Code GDP CPI Payroll

2010 CHL 12756 100 55.16
2011 CHL 14637 103.3 57.01
2012 CHL 15397 106.4 57.43
2010 TUR 71022 100 93.29
2011 TUR 78102 102.3 98.10
2012 TUR 82019 104.1 99.38

Table 7: Date (dim)

Year IsLeap Days

2010 No 365
2011 No 365
2012 Yes 366

Table 8: Country (dim)

Code Country Continent Developed

POL Poland Europe Yes
CHL Chile S. America No
TUR Turkey Europe Yes
MAR Morocco Africa No

Power BI (reaching stage S3 of Figure 1). Note that in this process,
data formats across tables have been automatically standardized,
so that tables can be linked and enriched using other tables. □

While our BI professional Alex has the expertise to program
all these transformation and join steps, it is clearly challenging
for non-technical users in self-service BI-tools like Tableau and
Power BI, who typically are neither DBAs nor BI professionals.
This challenge is evidenced by large numbers of user questions on
Power BI and Tableau forum [15, 23], where users are often stuck
and raise various questions about the data preparation process (e.g.,
how to transform a particular table [12, 13, 21, 22], and how best
to join two related tables [14, 16, 24, 25], etc.).

Prior art: predictions for transform and join only. We are
not the first to recognize the need to predict transformations or
joins — while there is extensive prior research, existing methods
predominantly predict either only transformations, or only joins, as
two separate and standalone problems. For example, prior work on
join predictions, such as PK/FK joins [41, 45, 56, 62, 71], all assumes
that input tables are already properly transformed, and therefore
does not consider transformations that need to happen before joins.

Similarly, while there is existing research on predicting trans-
formations [35, 39, 52, 54, 69], existing approaches all operate on
individual tables that predict one table at a time, without taking
into account signals across tables, and how transformations interact
with joinability in a global sense.

When testing existing join-only and transform-only prediction
methods on real BI projects, we find that they perform poorly on
complex multi-table BI projects, because transformation and join
are not considered in a holistic manner.

Auto-Prep: “holistic” prediction across tables and steps.
Our insights from inspecting real BI projects reveal that, inter-
estingly, (1) Considering join and transform jointly can allow the
two to “help each other”, in finding correct joins and transforms;
(2) Considering transforms across multiple tables in the same BI
project also allows these tables to “help each other” in finding the
most likely transforms. We argue that by modeling end-to-end data
preparation (both transform and join) holistically and across all
tables, and by focusing on the set of most common and important
transforms in the context of BI that we will precisely define using
a DSL, predictions for both transform and join can be made more
accurately, as we illustrate in the following example.

Example 2. We revisit Table 1-4 in Example 1 again. Looking at
“Fertility” (Table 1) alone, we may not be sure if an “Unpivot”
is necessary to transform the column headers “2010/2011/2012” into
column values. However, inspecting other related tables in the same
BI project, such as “Date” (Table 2) with a column “Year” contain-
ing value “2010/2011/2012”, should give us clues that “2010/2011/2012”



are data values, and an “Unpivot” is needed for Table 1 (to produce
Table 5), so that the two tables can join.

Similarly, looking at the “Country” table (Table 4) in isolation,
we may not be sure if “Transpose” or “Unpivot” would be re-
quired, but the presence of the “Country” column in Table 1 and
the “Code” column in Table 3 gives strong indication that Table 4 is
oriented in the row direction, and a “Transpose” is needed to turn
its rows into columns (producing Table 8), which can then become
joinable with both Table 1 and Table 3 for analysis.

As a final example, in the “Economics” table (Table 3), the need
to perform “Split” and “Substring” to extract year values like
“2010/2011”, is obvious only in the presence of the “Year” column
in “Date” (Table 2), for the two to join in downstream analysis. □

As we can see from these examples, holistic reasoning across
transform/join, and for all tables in the same project, helps us ac-
curately predict both transforms and joins, which is a unique op-
portunity overlooked by existing methods that tend to consider
transform and join as separate problems.

While the intuition for holistic prediction is clear, the technical
challenges lie in principled modeling of disparate types of trans-
formation steps (Unpivot, Transpose, Pivot, Split, Substring, etc.)
that are common in BI transformations, together with join steps.
In this work, we develop Auto-Prep that builds on a new graph-
based formulation, which seamlessly integrates diverse classes of
transforms and joins in a unified search graph, with probabilistic
interpretations of the transform/join steps as weighted edges on the
graph. We develop new graph algorithms inspired by Steiner-tree,
to solve the resulting optimization problem both efficiently, and
with provable quality guarantees.

We evaluate Auto-Prep using real BI projects harvested from
public sources, treating user-programmed transforms and joins as
ground truth. Our results suggest that Auto-Prep can accurately
predict over 70% of the data preparation steps, substantially better
than alternative methods.

2 RELATEDWORK

Business intelligence (BI). Business intelligence (BI) plays a
crucial role in modern enterprises, with leading vendors such as
Tableau [34] and Power-BI [33] offering “self-service” BI tools that
are gaining popularity, especially among non-technical users [4, 5],
by enabling them to build visualization dashboards with simple
drag-and-drop [57]. BI is closely related to research topics such as
data warehousing [38, 50], OLAP [63, 66], and ETL [64, 65].

Join-only prediction methods. Join is a core operation in data
management, with a large body of work studying join predictions,
which, however, do not consider the need for transformations.

For example, the canonical join prediction problem studies the
detection of PK/FK joins in classical database settings, with many
influential methods developed in the literature, such as MC-FK [71],
Fast-FK [41], HoPF [45], ML-FK [62], BI-Join [56], etc. All of these
methods consider a classical database scenario, where tables loaded
into databases are already properly transformed/cleaned a priori
(e.g., by ETL engineers), where additional transformations are not
necessary. However, this is insufficient for the real BI workflows
we study, where users often have to start from raw data tables that
need to be transformed first, before they are ready for analysis.

Transformation-only prediction methods. There is also ex-
tensive research on transformation predictions, which, however,
do not consider joins that need to happen afterwards. Furthermore,
existing transformation-prediction methods make predictions one
table at a time, overlooking the rich interactions between tables
that can provide signals for what transformations may be needed.
For instance, transformations are predicted based on user-provided
examples [35, 39, 42–44, 46], inferred data patterns [27, 47], char-
acteristics of input tables [52, 57, 69], or relationships between
input/output tables [36, 67, 70, 72], but most focusing on one single
table at a time. We show that on complex BI projects, such methods
tend to produce inaccurate predictions.

In this work, we demonstrate how existing transform and join
predictions can be seamlessly integrated and optimized holistically,
for accurate predictions at a global level.

3 PRELIMINARIES

3.1 Real-world BI projects

To study real-world BI workflows end-to-end, we use 1837 real
BI projects created using the popular Power BI tool (in the .pbix
format), crawled from public sources. Our inspection suggests that
these BI projects cover diverse application domains, including fi-
nancial reporting, inventory management, sales analytics, etc.

For each crawled BI project, we programmatically extract the
following: (1) a set of raw input tables, (2) user-programmed data
transformation steps on each table (the ground-truth transforma-
tions we want to predict), and (3) user-specified join relationships
on the transformed tables (the ground-truth joins we want to pre-
dict). Example 1 shows a simplified version of such a BI project, as
well as what we extract from the BI project. Detailed statistics of
the BI projects we collected will be discussed in Section 8.

3.2 Transformations in BI

In this work, we consider 6 common transformation operators listed
in Table 9 that are essential for BI analysis, which cover two broad
categories: (1) table-reshaping transformations, and (2) string trans-
formations. These transformations are both common and crucial to
enable multi-table BI analysis, as illustrated in Example 1.

Table-reshaping transformations.Reshaping transformations
such as Unpivot [29], Transpose [26], Pivot [9], change the basic
shape/structure of an input table, which are frequently used to con-
vert raw data into a suitable relational form for analysis. Variants
of these reshaping transformations have been studied in prior work
(e.g., [35, 46, 54, 69]), and we will give a short overview of these
transformations below.

Unpivot. The unpivot operator collapses a set of selected columns
(specified by a “selected_columns” parameter, shown in the first
line of Table 9) into one single column, while keeping the remaining
columns unchanged. For instance, in Example 1, the column headers
“2010/2011/2012” in Table 1 need be to unpivoted, in order to
produce Table 5, which becomes joinable with Table 7, and is more
amenable to analysis (e.g., for range-filters or aggregation).

Unpivot is a common operator that is available in Python Pan-
das [29] and R [30] for programmers and data scientists, as well as
in Power BI [28] and Tableau [31] for less technical BI users.



Table 9: DSL of transformation operators in Auto-Prep.

Category Operator Operator parameters Operator description (example in parenthesis)
Unpivot [29] start_column, end_column Collapse homogeneous columns into one column (e.g., unpivot Table 1 to produce Table 5)

Table-reshaping Pivot [9] pivot_column, value_column Lift values in a column into column headers (e.g., pivot Table 3 to produce Table 6)
Transpose [26] none Convert rows into columns and columns into rows (e.g., transpose Table 4 to produce Table 8)
Split [18] delimiter, select_pos Split a string using delimiters (e.g., split to extract years from Table 3 to produce Table 6)

String-transform Concatenate [17] array of strings or columns Concatenate two strings and produce an output string
Substring [19] column, start, length Extract substrings by positions (e.g., substring to extract years from Table 3 to produce Table 6)
No-op none No transformation is required for a table (e.g., Table 2 requires no transformation for the BI project)

Pivot. The pivot operator is the inverse operator of unpivot,
which lifts the values in a column into column headers. In Example 1,
values in the “Metric” column of Table 3 (“GDP/CPI/Payroll”)
need to be pivoted into separate columns for relational analysis, in
accordance with principles such as the First Normal Form [49]. Like
unpivot, this is a common operator in Python Pandas [9], R [10],
Power BI [8], and Tableau [11].

Transpose. The transpose operator turns rows to columns and
vice versa. In Example 1, transpose is necessary to convert Table 4
to Table 8, so that joins become possible for cross-table analysis.

String transformations. Unlike reshaping transformations,
string transformations operate on values in the same row and do
not alter the shape of the input table. We give an overview of these
operators (Table 9) in the interest of space and refer the reader
to [35, 39, 42, 43, 46] for more details.

Split. The split operator uses a given “delimiter” parameter to
separate an input string into an array of segments, from which one
segment is selected using a “select_pos” parameter, to produce
an output string.

Concatenate. The concatenate operator is the reverse of split,
which assembles multiple strings into one output string.

Substring. The substring operator selects a sub-part of a string
column, based on a “start_pos” and “length” parameter.

String transformation operators often need to be composed, to
produce a desired output [42, 43]. For instance, in Example 1, the
“Line-ID” column in Table 3 is first split using delimiter = “-”,
to produce an array of segments, {[CY2010, CHL], [CY2011,
CHL], ...}, from which the first segment is selected (select_pos
= “1”) to produce {CY2010, CY2011, CY2012}. Then a substring
operator, with parameters start_pos = 2 and length = 4, is used
to produce values {2010, 2011, 2012}, which become the “Year”
column in Table 6 that is joinable with Table 5 and Table 7.

No-op. Finally, many tables in BI projects may require no trans-
formations (e.g., Table 2). It is crucial that our predictions do not
“over-trigger”, and should correctly predict “no-op” on such tables.

Additional transformations. We focus on the transformation
in Table 9, which are key operators to enable cross-table BI in real BI
projects. We also note that our approach is general and extensible,
where new transformation operators can easily “plug-in”. We give
more discussions on additional transformations and extensibility
in our technical report [1].

3.3 Join relationships in BI

Real BI projects often come with multiple tables (89% of BI projects
we study have more than one table). With multiple tables in one
BI project, it is crucial to create accurate join relationships across
tables, to enable cross-table analysis. Popular BI tools all offer intu-
itive GUI tools to help users define join relationships between tables,
as documented in tutorials for Power-BI [3] and Tableau [32].

From a database perspective, these join relationships in BI are
often PK/FK joins, whose detection has been extensively studied [41,
45, 56, 62, 71]. However, existing PK/FK methods are designed for
the classical database setting where input tables are assumed to be

properly transformed already, which is insufficient for the end-to-
end BI scenario we study.

4 PROBLEM DEFINITION

We now define our high-level Most-Probable BI-Prep (MPBP) prob-
lem, as finding the most likely data preparation (join and transform)
steps, for a given set of input tables, such that the joint probability
of these (join and transform) steps is maximized. We will state the
high-level MPBP problem below first, before making it a concrete
graph optimization problem (in Section 7).

Definition 1. [Most-Probable BI-Prep (MPBP)]. Given a set of
𝑛 input tablesT = {𝑇𝑖 |𝑖 ∈ [𝑛]}, and a space of transformation opera-
torsO = {no-op, transpose, unpivot, pivot, split, concatenate,
substring, . . .}, where each operator 𝑂 ∈ O can be parameterized
as 𝑂 (𝑃), using parameter 𝑃 drawn from a space of parameters P.
For each input table 𝑇𝑖 ∈ T , let 𝑆𝑖 = (𝑂1 (𝑃1),𝑂2 (𝑃2), . . .) be a can-
didate sequence of appropriately parameterized transformations
on 𝑇𝑖 , and let 𝑝 (𝑆𝑖 |𝑇𝑖 ) be the probability of transformation 𝑆𝑖 given
the input table 𝑇𝑖 . Denote by 𝑆𝑖 (𝑇𝑖 ) the transformed version of 𝑇𝑖 ,
S = {𝑆𝑖 |𝑖 ∈ [𝑛]} the set of all transformations for each𝑇𝑖 ∈ T , and
by S(T ) = {𝑆𝑖 (𝑇𝑖 ) |𝑖 ∈ [𝑛]} the set of all transformed tables. Fi-
nally, let 𝐽 (S(T )) be the candidate joins found on the transformed
S(T ).

The Most-Probable BI-Prep (MPBP) problem is to find the optimal
set of transformations S∗, such that the overall transformation
probability, written as 𝑝 (S|T ) =

∏
𝑖∈[𝑛] 𝑝 (𝑆𝑖 |𝑇𝑖 ), and the join

probability of S(T ), written as 𝑝 (𝐽 (S(T ))), are jointly maximized:

S∗ = argmax
S

𝑝 (S|T ) · 𝑝 (𝐽 (S(T ))) (1)

= argmax
S

©«
∏
𝑆𝑖 ∈S

𝑝 (𝑆𝑖 |𝑇𝑖 )ª®¬ · 𝑝 (𝐽 (S(T ))) (2)

□
Note that both the term 𝑝 (S|T ), to estimate the probability of

transformations, and the term 𝑝 (𝐽 (S(T ))), to estimate the proba-
bility of joins, have been studied separately in the literature (e.g., [46,
54, 69] for transformations, and [41, 45, 56, 62] for joins). We will
describe how we enhance and integrate these estimations in our
holistic graph formulation in Section 6.

The main challenge of MPBP lies in the need to jointly optimize
both transforms and joins across all tables, so that the predicted
transformations S not only have high transformation probabilities,
but also the transformed tables S(T ) should have high join proba-
bilities. This is important, because greedily finding the most likely
transform/join in isolation often leads to sub-optimal solutions, as
we illustrate in the following example.

Example 3. We revisit Example 1, and use 𝑇1 to 𝑇4 to denote
Table 1 to Table 4 for short. Recall that the desired transformations
for 𝑇1 to 𝑇4, denoted as 𝑆1 to 𝑆4, are:

𝑆1 = (Unpivot(“2010”, “2012”) )
𝑆2 = (no-op)
𝑆3 = (Pivot(“Metric”, “Value”), Substring(Split (“Line-ID”, “-”) [1] ), 2, 4)
𝑆4 = (Transpose( ) )



Figure 2: Architecture overview of Auto-Prep.

Let S∗ = {𝑆1, 𝑆2, 𝑆3, 𝑆4} be a candidate solution, and let the trans-
formation probability of 𝑝 (𝑆1 |𝑇1), 𝑝 (𝑆2 |𝑇2), 𝑝 (𝑆3 |𝑇3), 𝑝 (𝑆4 |𝑇4) be
0.8, 0.8, 0.8, and 0.4, respectively. The overall transformation proba-
bility 𝑝 (S∗ |T ) is then (0.8)3 · 0.4. Furthermore, on the transformed
tables S∗ (T ), let the join probability of the resulting joins (color-
coded in Table 5 to Table 8), be 𝑝 (𝐽 (S∗ (T ))) = 0.9. The overall
objective function in Equation (1) is then (0.8)3 · 0.4 · 0.9 = 0.18.

Now suppose there is an alternative transformation for 𝑇4, 𝑆 ′4 =
(no-op) (or not transposing 𝑇4), which has a slightly higher proba-
bility 𝑝 (𝑆 ′4 |𝑇4) = 0.6. If we were to optimize transformations alone,
independent of the joins, we may find S− = {𝑆1, 𝑆2, 𝑆3, 𝑆′4} to have
better transformation probability, 𝑝 (S− |T ) = 0.83 · 0.6, which is
greater than 𝑝 (S∗ |T ) = (0.8)3 · 0.4.

However, when we bring the “goodness” of joins into the picture,
we find the join probability 𝑝 (𝐽 (S− (T ))) = 0.5 to be considerably
inferior to 𝑝 (𝐽 (S∗ (T ))) = 0.9, because not transforming 𝑇4 (no-
op) leads to worse overall joins, when the original 𝑇4 cannot join
with any other table. Overall, because 𝑝 (𝐽 (S∗ (T ))) · 𝑝 (S∗ |T ) =
(0.8)3 · 0.4 · 0.9 = 0.18 is better than 𝑝 (𝐽 (S− (T ))) · 𝑝 (S− |T ) =
(0.8)3 · 0.6 · 0.5 = 0.15, the MPBP formulation in Definition 1 would
select S∗, which are the desired transformations in Example 1. □

Since we are searching transform/join candidates across all 𝑛
tables simultaneously, it is easy to see that the search space of MPBP
can become intractable quickly. This is because for each input table,
with 7 operators, and hundreds of possible parameters for each
operator, only considering one-step transformations already yields
a search space of at least (7 ·100)𝑛 , which is before we even consider
multi-step transformations, and different join paths.

In the following, we describe how to solveMPBP using principled
graph optimizations, both efficiently and with quality guarantees.

5 AUTO-PREP: OVERVIEW

In this section, we give an overview of how we solve MPBP using
Auto-Prep. The architecture of our system is shown in Figure 2,
which at a high level has (1) an offline model training step, and (2)
an online prediction step using graph-based optimizations.

In the offline model training stage, shown in the top half of Fig-
ure 2, we leverage existing join prediction models [56, 62], denoted
as 𝑀𝐽 in the figure, as well as existing transformation prediction
models𝑀𝑇 designed for single tables (e.g. Pivot [69], Unpivot [69],
String-Transform [73]). Using all input tables holistically, we en-
hance the transformation classifiers using global-level features,
which we denote as𝑀+

𝑇
, to better estimate 𝑝 (S|T ) in Equation (1).

We will highlight the key intuition in the offline part in Section 6 .
The online prediction phase, shown in the lower half of Figure 2,

is what we consider the core contributions of Auto-Prep, where we
holistically consider all transformation and join candidates across
all tables defined in MPBP (Definition 1). Specifically, for a given
set of input tables T , we construct a global search graph 𝐺 , where
we model each (original or transformed) table as a vertex, and all

transformation or join candidates as edges, using probabilities from
𝑀+
𝑇
and𝑀𝐽 models as edge-weights. We show that MPBP can then

be equivalently solved on the graph, using a new graph algorithm
we develop. We describe the core algorithm in Section 7 in detail.

It should be noted that our Auto-Prep framework is general
and extensible, as we can extend and “plug-in” new transformation
operators (together with their model𝑀𝑇 ), while still utilizing the
same graph algorithm, which is a salient feature of Auto-Prep.

6 OFFLINE MODEL TRAINING

We now describe the offline part of Auto-Prep (the upper half of
Figure 2). Note that while it is an integral part of our system (and we
create useful enhancements to existing transformation models), we
do not consider these to be core contributions of this work. We will
therefore only highlight the key intuition here for completeness,
leaving more details to the technical report [1].

6.1 Transformation modelsMT
Recall that in MPBP of Definition 1, we need to estimate the trans-
formation probability 𝑝 (S|T ) = ∏

𝑖∈[𝑛] 𝑝 (𝑆𝑖 |𝑇𝑖 ) in Equation (1).
Given that each 𝑆𝑖 is a sequence of transformations 𝑆𝑖 = {𝑂1,𝑂2,𝑂3,
. . .}1, the probability 𝑝 (𝑆𝑖 |𝑇𝑖 ) can in turn be estimated as:

𝑝 (𝑆𝑖 |𝑇𝑖 ) = 𝑝 (𝑂1 |𝑇𝑖 ) · 𝑝 (𝑂2 |𝑂1 (𝑇𝑖 )) · 𝑝 (𝑂3 |𝑂2 (𝑂1 ((𝑇𝑖 ))) . . . (3)

where each 𝑝 (𝑂 |𝑇 ) denotes the estimated probability of transfor-
mation 𝑂 given table 𝑇 .

Note that the problem of estimating 𝑝 (𝑂 |𝑇 ) has been studied
in program synthesis, where transformations need to be predicted
based on a table 𝑇 , often using machine learning classification
models [69, 73], which we write as𝑀𝑇 .

In Auto-Prep, we build on top of these existing models 𝑀𝑇 ,
and use the same 𝑝 (𝑂 |𝑇 ) abstraction to estimate the probability of
each transformation 𝑂 . Additionally, we perform enhancements
to 𝑀𝑇 , and create 𝑀+

𝑇
, after observing that we operate on a set

of tables T in the BI setting (as opposed to one individual table),
which presents opportunities for leveraging global signals from all
tables in T . We leave details of these𝑀+

𝑇
models to our technical

report [1] in the interest of space, since we do not consider them
our core contributions in Auto-Prep.

We use boosted decision trees [40] to train our transformation
models𝑀+

𝑇
, whose outputs are calibrated to true probabilities, or

𝑝 (𝑂 |𝑇 ) ∈ [0, 1], using calibration techniques in machine learn-
ing [2]. This makes sure that 𝑝 (𝑂 |𝑇 ) from different transformation
operators are true probabilities comparable on the same scale.

6.2 Join models MJ
Recall that for a candidate set of transformations S, the objective
function of MPBP in Equation (1) has another term 𝑝 (𝐽 (S(T ))),
which estimates the “goodness” (probability) of all joins, for a set
of transformed tables S(T ) that are induced by S.

Since join prediction has been extensively studied in the liter-
ature [41, 45, 56, 62, 71], we use a standard abstraction for join
probabilities as follows. Let𝑀𝐽 be a join model (e.g., a regression
model), that predicts the join probability between two columns

1We write𝑂1 (𝑃1 ),𝑂2 (𝑃2 ) in the original notation of Definition 1, simply as𝑂1,𝑂2 ,
omitting the parameters 𝑃1, 𝑃2 for simplicity, when the context is clear.



(𝐶,𝐶′), as 𝑀𝐽 (𝐶,𝐶′) ∈ [0, 1]. We then use 𝑝 (𝑇,𝑇 ′) to denote the
join probability between any two given tables (𝑇,𝑇 ′), defined as:

𝑝 (𝑇,𝑇 ′) = max
𝐶∈𝑇,𝐶 ′∈𝑇 ′

𝑀𝐽 (𝐶,𝐶′) (4)

which estimates the join probability between (𝑇,𝑇 ′), as the maxi-
mum join probability between any two columns 𝐶 ∈ 𝑇,𝐶′ ∈ 𝑇 ′.

We use probability calibration [2, 61] to ensure that 𝑝 (𝑇,𝑇 ′) ∈
[0, 1], and are true probabilities, where 1 indicates full confidence
that 𝑇,𝑇 ′ should join, 0 indicates full confidence that they should
not join, while 0.5 is right on the decision boundary. Given that
𝑝 (𝑇,𝑇 ′) is true probability, we use 𝑝 (𝑇,𝑇 ′) > 0.5 as the cutoff for
whether two tables should join, similar to prior work [56].

As a final normalization step, since we want to compare the
goodness of joins using between tables predicted to join (i.e., any
table-pairs with 𝑝 (𝑇,𝑇 ′) < 0.5 would not join and therefore should
not contribute to the joinability score), we use a normalized version
of 𝑝 (𝑇,𝑇 ′), written as 𝑝 (𝑇,𝑇 ′):

𝑝 (𝑇,𝑇 ′) = max(𝑝 (𝑇,𝑇 ′), 0.5) (5)

which is lower-bounded at 0.5 (the decision-boundary for joins), to
normalize the effect of non-joinable table-pairs2. We will see how
𝑝 (𝑇,𝑇 ′) is used as edge-weights in our graph formulation next.

7 ONLINE GLOBAL GRAPH SEARCH

We are now ready to describe the core online phase of Auto-Prep,
which is our graph-based formulation and its graph algorithms.

7.1 Graph representations

In this section, we will introduce howwe represent the entire search
space, including transformation steps and join candidates across
all tables, using a graph in a unified manner.

Transformation trees. Wewill start by representing all possible
transformations that originate from a single input table, 𝑇 ∈ T ,
using a tree we call transformation-tree, denoted by 𝐺 (𝑇 ).

Definition 2. [Transformation tree 𝐺 (𝑇 )]. Let 𝑇 ∈ T be an
input table, 𝑂 ∈ O be a predicted transformation on 𝑇 , with proba-
bility 𝑝 (𝑂 |𝑇 ). Let𝑂 (𝑇 ) be a transformed version of𝑇 after applying
𝑂 , and 𝑂 ′ (𝑂 (𝑇 )) in turn be a transformed version of 𝑂 (𝑇 ) after
applying 𝑂 ′, etc., up to𝑚-level deep.

We construct a weighted tree 𝐺 (𝑇 ) = (𝑉 (𝑇 ), 𝐸 (𝑇 )) to represent
all possible transformations from 𝑇 as follows. We first represent
the input table 𝑇 as a vertex 𝑣 (𝑇 ), which is the root of 𝐺 (𝑇 ).

We represent each of𝑇 ’s transformed descendants𝑂 (𝑇 ),∀𝑂 ∈ O,
also as a vertex, written as 𝑣 (𝑂 (𝑇 )). We connect 𝑣 (𝑂 (𝑇 )) and 𝑣 (𝑇 )
with an edge 𝑒 (𝑂) to represent the transformation 𝑂 on 𝑇 , where
the edge weight𝑤 (𝑒 (𝑂)) is the transformation probability 𝑃 (𝑂 |𝑇 ).
This forms the first level of nodes in 𝐺 (𝑇 ), or𝑚 = 1.

Similarly and recursively, each transformed descendant of 𝑂 (𝑇 )
using transformation 𝑂 ′ ∈ O, written as 𝑂 ′ (𝑂 (𝑇 )), is also repre-
sented as a vertex 𝑣 (𝑂 ′ (𝑂 (𝑇 ))), which is connected to 𝑣 (𝑂 (𝑇 ))
2The reason to lower-bound𝑝 (𝑇,𝑇 ′ ) at 0.5 in Equation (5), is to ensure that “bad” (non-
joinable) candidates have equalized effects. For example, given two join candidates,
�̃� (𝑇,𝑇 ′ ) = 0.2 and �̃� (𝑇,𝑇 ′′ ) = 0.1, the former should not contribute more to the
overall objective-function than the latter (even though the score of the former is better),
as neither will be selected to join in the final solution and, therefore, should be treated
equally. Note that in the normalized 𝑝 (𝑇,𝑇 ′ ) , both will have the identical score 0.5,
normalizing the score difference of such non-joinable candidates.

Figure 3: Transformation tree 𝐺 (𝑇1) to represent all possible

transformations on the Fertility table 𝑇1 (Table 1). Edge

weights represent transformation probabilities (from𝑀𝑇 ).

with an edge, whose edge weight is set similarly as 𝑃 (𝑂 ′ |𝑂 (𝑇 )).
This forms additional levels of nodes in 𝐺 (𝑇 ), for𝑚 > 1.

The resulting𝐺 (𝑇 ) = (𝑉 (𝑇 ), 𝐸 (𝑇 )) is our transformation tree for
one input table 𝑇 , up to𝑚 levels (we use𝑚 = 2 in this work). □

We illustrate transformation trees 𝐺 (𝑇 ) with an example below.

Example 4. We revisit Example 3, and focus on the “Fertility”
table in Table 1, whichwe refer to as𝑇1. We explain how to represent
all possible candidate transformations on this table 𝑇1, using a
transformation tree 𝐺 (𝑇1) shown in Figure 3.

We first represent the “Fertility” table𝑇1 as a root node 𝑣 (𝑇1)
in the figure. Suppose the candidate transformations on 𝑇1 include
𝑂1 = Unpivot(“2010”, “2012”), 𝑂2 = Transpose(), 𝑂3 = no-op,
etc., where 𝑂1 is the desired transformation for 𝑇1, to produce
𝑂1 (𝑇1) that corresponds to the transformed table in Table 5.

We represent each transformation 𝑂𝑖 as an edge from 𝑣 (𝑇1),
weighted by transformation probability 𝑝 (𝑂𝑖 |𝑇1), and each table
resulting from a transformation 𝑂𝑖 as a vertex 𝑣 (𝑂𝑖 (𝑇1)) in 𝐺 (𝑇1).
This forms the first level of nodes in the tree (𝑚 = 1). For example,
for 𝑂1 = Unpivot, with predicted probability 𝑝 (𝑂1 |𝑇1) = 0.8, then
the edge weight between 𝑣 (𝑇1) and 𝑣 (𝑂1 (𝑇1)) is set to 𝑝 (𝑂1 |𝑇1) =
0.8, as shown in Figure 3. The same is true for 𝑂2, 𝑂3, etc.

Note that each transformed table 𝑂𝑖 (𝑇1) may be transformed
again, which are represented as a second level of edges in the trans-
formation tree (𝑚 = 2). For example, we may predict 𝑂11,𝑂12,𝑂13
on the transformed table 𝑂1 (𝑇1), with probability 1.0, 0, and 0,
respectively, like represented in the figure. □

Global search graph. We can now connect all transformation
trees𝐺 (𝑇𝑖 ),∀𝑇𝑖 ∈ T , to represent the global search graph𝐺 (T ) for
both transformations and joins, defined as follows.

Definition 3. [Global search graph𝐺 (T )]. Let𝐺 (𝑇𝑖 ) = (𝑉 (𝑇𝑖 ),
𝐸 (𝑇𝑖 )) be the transformation tree for each 𝑇𝑖 ∈ T in Definition 2.
The set of transformation trees, {𝐺 (𝑇𝑖 ) |𝑇𝑖 ∈ T }, induces a global
search graph 𝐺 (T ) = (𝑉 (T ), 𝐸 (T )), where the vertex set 𝑉 (T ) =⋃
𝑇𝑖 ∈T 𝑉 (𝑇𝑖 ) is simply the union of vertices in 𝐺 (𝑇𝑖 ), whereas the

edge set 𝐸 (T ) = 𝐸𝑇 (T ) ∪ 𝐸 𝐽 (T ) consists of two types edges,
transformation-edges 𝐸𝑇 (T ) and join-edges 𝐸 𝐽 (T ):

(1) Transformation-edges 𝐸𝑇 (T ), defined as𝐸𝑇 (T ) =
⋃
𝑇𝑖 ∈T 𝐸 (𝑇𝑖 ),

is simply the union of all transformation-edges 𝐸 (𝑇𝑖 ) in 𝐺 (𝑇𝑖 ),
where each edge 𝑒 ∈ 𝐸𝑇 (T ) represents a transformation, whose
edge weight is its transformation probability𝑤 (𝑒) = 𝑝 (𝑂 |𝑇 ), based
on the transformation model𝑀𝑇 trained offline (Section 6.1);



Figure 4: Global search graph for Example 5. Each dashed-

circle corresponds to a transformation tree𝐺 (𝑇𝑖 ), whose black

edges represent possible transformations for table 𝑇𝑖 . Join

candidates are represented as green edges between transfor-

mation trees, where joinable tables are represented by solid

edges (with𝑤 (𝑒) > 0.5), and non-joinable “placeholder edges”

are represented as dashed green edges (with𝑤 (𝑒) = 0.5).

(2) Join-edges 𝐸 𝐽 (T ), written as 𝐸 𝐽 (T ) = {𝑒 (𝑣, 𝑣 ′) |𝑣 ∈ 𝑉leaf (𝑇𝑖 ),
𝑣 ′ ∈ 𝑉leaf (𝑇𝑗 ), 𝑖 ≠ 𝑗}, represent all candidate joins between tables,
where each edge 𝑒 (𝑣, 𝑣 ′) ∈ 𝐸 𝐽 (T ) stands for a candidate join be-
tween two tables represented by leaf vertices (𝑣, 𝑣 ′)3, from two
different transformation trees 𝐺 (𝑇𝑖 ) and 𝐺 (𝑇𝑗 ). The edge weight
of each join-edge 𝑒 (𝑣, 𝑣 ′) is the normalized join probability𝑤 (𝑒) =
𝑝 (𝑣, 𝑣 ′) from the join model𝑀𝐽 (Equation (5) in Section 6.2). □

The pseudo-code for building global search graphs can be found
in [1]. We illustrate the global search graph using an example.

Example 5. We continue with Example 4, and use Figure 4 to
represent the global search graph𝐺 (T ) for the tables in Example 3.
For simplicity, we show only the first level of transformations for
each transformation tree 𝐺 (𝑇1),𝐺 (𝑇2),𝐺 (𝑇4), marked in dashed-
circles. We omit table 𝑇3 from Example 3 here (for 𝑇3 requires
two-level transformations that is too big to show on the figure).

Note that 𝐺 (𝑇1) in 𝐺 (T ) directly corresponds to the transfor-
mation tree for 𝑇1 in Figure 3 (Example 4), where 𝑂1 is the desired
“Unpivot” transformation for 𝑇1 with probability 𝑝 (𝑂1 |𝑇1) = 0.8,
𝑂2 is the second-ranked “Transpose” with probability 𝑝 (𝑂2 |𝑇1) =
0.2, etc. We omit additional transformations like𝑂3, and the second
level of transformations like𝑂11,𝑂12 from Figure 3, to simplify this
illustration and avoid clutter.

We construct 𝐺 (𝑇2) and 𝐺 (𝑇4) similarly, which are shown in
their respective circles. Note that all black edges in the graph are
now the transformation-edges 𝐸𝑇 (T ) in Definition 3.

Finally, we construct join-edges 𝐸 𝐽 (T ) in 𝐺 (T ), between any
two vertices (𝑣, 𝑣 ′) at the leaf-level of two different transformation
trees𝐺 (𝑇𝑖 ) and𝐺 (𝑇𝑗 ), represented as green edges. The edge-weight
of each (𝑣, 𝑣 ′) corresponds to the joinability of the two tables (𝑣, 𝑣 ′),
computed by invoking the join models𝑀𝐽 (Section 6.2).

In the figure, we use solid green edges to represent join candi-
dates 𝑒 = (𝑣, 𝑣 ′) that are predicted as joinable, whose edge weights
𝑤 (𝑒) = 𝑝 (𝑣, 𝑣 ′) ≥ 0.5. For example, (𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2))) and
(𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂8 (𝑇4))) are clearly joinable, with edge-weights 1.0
and 0.9, respectively. The remaining non-joinable candidates are
represented as dashed green edges, which are “placeholder join

3Note that “no-op” is also a predicted transformation, therefore leaf vertices can
naturally represent both transformed tables, as well as un-transformed original tables.

edges” for non-joinable candidates, whose edge weights𝑤 (𝑒) are
all set to the constant 0.5 (Equation 5).4 □

7.2 Solve MPBP using global search graph

Using the global search graph 𝐺 (T ), we now describe how the
MPBP problem in Definition 1 can be solved using the new graph
algorithms we design in this work.

Recall that in MPBP, given input tables T , we need to select
both (1) transformations S, and (2) joins between the transformed
tables S(T ), denoted by 𝐽 (S(T )), so that both the “goodness”
(probability) of the transformations 𝑝 (S|T ), and the “goodness”
(probability) of the joins 𝑝 (𝐽 (S(T ))), are jointly maximized in the
objective function in Equation (1).

Valid solutions to MPBP on search graph G(T ). We first
show how a valid solution to MPBP would look like on 𝐺 (T ).

First, the transformations selected in S for MPBP can naturally
be represented as transformation-edges on𝐺 (T ). Since we are only
performing exactly one sequence of transformations for each table
𝑇𝑖 , then in each transformation tree 𝐺 (𝑇𝑖 ), the selected transforma-
tions will form a unique “path”, from the root of 𝐺 (𝑇𝑖 ), denoted
by 𝑣 (𝑇𝑖 ) representing the original input table 𝑇𝑖 , to a unique leaf-
vertex in 𝐺 (𝑇𝑖 ), denoted by 𝑣 (𝐿𝑖 ) ∈ 𝑉leaf (𝐺 (𝑇𝑖 )), representing a
transformed table 𝐿𝑖 that originates from 𝑇𝑖 . The unique path in-
duced by 𝑣 (𝑇𝑖 ) in 𝐺 (𝑇𝑖 ), written as 𝑝𝑎𝑡ℎ(𝑣 (𝑇𝑖 ) → 𝑣 (𝐿𝑖 )), naturally
corresponds to the sequence of transformations selected for𝑇𝑖 . The
union of such paths across all 𝐺 (𝑇𝑖 ), is then the overall selected
transformations, S = {𝑝𝑎𝑡ℎ(𝑣 (𝑇𝑖 ) → 𝑣 (𝐿𝑖 )) |𝑖 ∈ [𝑛]}

Similarly, the joins selected in 𝐽 (S(T )) can be represented as
join-edges in the search graph 𝐺 (T ). Because the selected joins
𝐽 (S(T )) need to be based on the selected transformations S, the
join-edges need to be between leaf vertices representing trans-
formed tables {𝑣 (𝐿𝑖 ) |𝑖 ∈ [𝑛]} on the search graph 𝐺 (T ).

Since join relationships in BI settings often follow star/snowflake-
schema [50, 56], where given 𝑛 input tables, (𝑛− 1) join-edges need
to exist to “connect” all 𝑛 tables, we therefore use the (𝑛 − 1) most
confident join-edges that can connect all 𝑛 tables, as our selected
joins in 𝐽 (S(T )).

A sub-graph in 𝐺 (T ) with these required transformation-edges
S, and join-edges 𝐽 (S(T )), is then a valid solution to MPBP, de-
fined as follows.

Definition 4. [Valid solutions to MPBP on search graph𝐺 (T ).]
Let 𝐺 (T ) be the global search graph induced by transformation
trees {𝐺 (𝑇𝑖 ) |𝑇𝑖 ∈ T } in Definition 3. Let 𝑣 (𝐿𝑖 ) be a unique leaf-
vertex selected in transformation tree 𝐺 (𝑇𝑖 ), for all 𝑖 ∈ [𝑛].

A valid solution to MPBP on 𝐺 (T ) is an edge set 𝐸 = 𝐸𝑇 ∪ 𝐸 𝐽 ,
where 𝐸𝑇 = {𝑒 |𝑒 ∈ 𝑝𝑎𝑡ℎ(𝑣 (𝑇𝑖 ) → 𝑣 (𝐿𝑖 )), 𝑖 ∈ [𝑛]} is the union
of transformation-edges on the paths between root 𝑣 (𝑇𝑖 ) and leaf
𝑣 (𝐿𝑖 ),∀𝑖 ∈ [𝑛], and 𝐸 𝐽 = {(𝑣 (𝐿𝑖 ), 𝑣 (𝐿𝑗 ))}, |𝐸 𝐽 | = (𝑛−1), are (𝑛−1)
join-edges between vertices in L = {𝑣 (𝐿𝑖 ) |𝑖 ∈ [𝑛]}, that form a
spanning tree to connect 𝑛 transformed tables represented by L. □

We use an example to show valid solutions on search graphs.

4This normalizes scores for all non-joining edges (since none of them will be selected
in the final solution), to equalize their effect on the objective function (Section 6.2).



Figure 5: An optimal solution for the search graph in

Figure 4, that corresponds to the solutionS∗ in Example 3.

Figure 6: An inferior solution for the search graph in Fig-

ure 4, that corresponds to the solution S− in Example 3.

Example 6. Figure 5 and Figure 6 show two valid solutions to
MPBP, on the search graph 𝐺 (T ) from Example 5. The selected
transformation-edges and join-edges are all marked in red.

In Figure 5, the selected transformation-edges are: 𝑂1 (unpivot)
on 𝑇1, 𝑂4 (no-op) on 𝑇2, and 𝑂8 (transpose) on 𝑇4, which are the
same set of desired transformations in Example 3. Between the
three transformed tables 𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2)) and 𝑣 (𝑂8 (𝑇4)), two
join-edges, (𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2))) and (𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂8 (𝑇4))), are
marked in red, indicating that they are selected to join (which would
correspond to the yellow and green join path on transformed tables
in Table 5-Table 8, respectively).

Intuitively, we can see that the red edges correspond to a valid
solution to MPBP, because in each transformation tree𝐺 (𝑇1),𝐺 (𝑇2)
and 𝐺 (𝑇4), we select one and exactly one transformation path,
from the root of the transformation tree, to a unique transformed
table (leaf vertex), which are 𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2)) and 𝑣 (𝑂8 (𝑇4)),
respectively. Furthermore, we select exactly 2 join-edges to form a
spanning tree that connects 𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2)) and 𝑣 (𝑂8 (𝑇4)).

In Figure 6, we show another valid solution, that selects a differ-
ent set of transformations in red: 𝑂1 (unpivot) for 𝑇1, 𝑂4 (no-op)
for𝑇2, and𝑂7 (no-op) for𝑇4. The selected 2 join-edges are similarly
marked in red. This is still a valid solution, because a unique trans-
formation path is selected in each transformation tree 𝐺 (𝑇𝑖 ), and 2
join-edges are selected to span all transformed tables. □

Goodness of solutions on search graph G(T ). Given that
there exist many valid solutions (exponential in the number of
tables), to evaluate the relative merits of these solutions, we resort
to the objective function of MPBP in Equation (1), which has two
components, 𝑝 (S|T ) for the goodness of transformations, and
𝑝 (𝐽 (S(T ))) for the goodness of joins.

The first term for transformations, 𝑝 (S|T ), can be expanded as∏
𝑆𝑖 ∈S 𝑝 (𝑆𝑖 |𝑇𝑖 ), where each 𝑆𝑖 = (𝑂𝑖1,𝑂𝑖2, . . .) is the sequence of

transformations selected for table 𝑇𝑖 . This can further be expanded
in terms of individual transformations 𝑂𝑖 𝑗 as:

𝑝 (S|T ) =
∏
𝑆𝑖 ∈S

𝑝 (𝑆𝑖 |𝑇𝑖 ) =
∏

𝑂𝑖 𝑗 ∈𝑆𝑖 ,𝑆𝑖 ∈S
𝑝 (𝑂𝑖 𝑗 ) (6)

On the search graph 𝐺 (T ), the term in Equation (6) is effectively
the cross-product of probabilities (edge weights) of all selected
transformation 𝑝 (𝑂𝑖 𝑗 ) inS, which naturallymeasures the collective
likelihood of all selected transformations in S.

Given a valid solution 𝐸 = 𝐸𝑇 ∪ 𝐸 𝐽 on 𝐺 (T ) in Definition 4,
where 𝐸𝑇 is the selected transformation-edges, it can be written as:

𝑝 (S|T ) =
∏
𝑒∈𝐸𝑇

𝑤 (𝑒) (7)

Similarly, the goodness of joins in 𝑝 (𝐽 (S(T ))), is also the cross-
product of join-probability of all selected join-edges in 𝐸 𝐽 :

𝑝 (𝐽 (S(T ))) =
∏
𝑒∈𝐸 𝐽

𝑤 (𝑒) (8)

The overall objective function 𝑝 (S|T ) ·𝑝 (𝐽 (S(T ))) in Equation (1),
can now be equivalently written as the product of Equation (7)
and (8), where the optimal edge-set 𝐸∗ on 𝐺 (T ) is:

𝐸∗ = argmax
𝐸=𝐸𝑇∪𝐸 𝐽

∏
𝑒∈𝐸𝑇

𝑤 (𝑒)
∏
𝑒∈𝐸 𝐽

𝑤 (𝑒) (9)

We can now define the search problem on graph 𝐺 (T ), that is the
graph-equivalent of MPBP as follows.

Definition 5. [Most-Probable BI-Prep on Graph (MPBP-G)].
Let 𝐺 (T ) be the global search graph induced by transformation
trees {𝐺 (𝑇𝑖 ) |𝑇𝑖 ∈ T }. TheMPBP on Graph (MPBP-G) problem, is to
select a set of edges 𝐸 = 𝐸𝑇 ∪ 𝐸 𝐽 from 𝐺 (T ), such that 𝐸 is a valid
solution on 𝐺 (T ) as defined in Definition 4, while the objective
function in Equation (9) is maximized. □

Example 7. We revisit Figure 5 and Figure 6 from Example 6
to illustrate Definition 5. The set of edges selected in Figure 5, de-
noted by 𝐸∗, corresponds to the optimal solution S∗ in Example 3.
There are 3 transformation-edges in 𝐸∗, 𝑂1 (unpivot) for 𝑇1, 𝑂4
(no-op) for 𝑇2, and 𝑂8 (transpose) for 𝑇4, with probability 0.8, 0.8,
and 0.4, respectively, whose collective transformation probability
is then (0.8)2 · 0.4 = 0.256 (Equation (7)). It can be shown that
in order to connect the transformed tables 𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2))
and 𝑣 (𝑂8 (𝑇4)) and make it a valid solution, the best join-edges are
(𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2))) and (𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂8 (𝑇4))) like indicated
in Figure 5, whose overall join probability is 1.0 · 0.9 = 0.9 (Equa-
tion (8)). The overall objective function in Equation (9) is then
0.256 · 0.9 = 0.23.

In comparison, the set of edges selected in Figure 6, denoted
by 𝐸− , has transformation-edges 𝑂1, 𝑂4, and 𝑂7, with probability
0.8, 0.8, and 0.6, respectively. The overall transformation probabil-
ity is then (0.8)2 · 0.6 = 0.384. To connect the transformed tables
𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2)) and 𝑣 (𝑂7 (𝑇4)) using join-edges and make it a
valid solution, the best possible join-edges are (𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂4 (𝑇2)))
and (𝑣 (𝑂1 (𝑇1)), 𝑣 (𝑂7 (𝑇4))), whose overall join probability is 1.0 ·
0.5 = 0.5, leading to an overall score of 0.384 · 0.5 = 0.19, making
this 𝐸− inferior to the solution 𝐸∗ in Figure 5.

Note that if we were to only consider transformations, 𝐸− would
have a better transformation probability (0.384) than 𝐸∗ (0.256),
which however is an inferior solution when both transformations
and joins are considered, like shown above. This demonstrates the
importance of holistic optimization in Auto-Prep. □

Theorem 1. TheMPBP-G problem inDefinition 5 is NP-complete.



Figure 7: An invalid solution 𝐸𝑥 to MPBP-G, that is neverthe-

less a valid Steiner tree w.r.t terminals 𝑅 = {𝑣 (𝑇𝑖 ) |𝑖 ∈ [𝑛]}.

We show the hardness of MPBP-G using a reduction from Exact
Cover by 3-Sets (X3C) [48], a proof of which can be found in [1].

Intuitively, we can also see that finding the optimal edges 𝐸 =

𝐸𝑇∪𝐸 𝐽 is hard— given𝑚 possiblemulti-step transformations (easily
in the thousands when each transformation can be parameterized
differently), and 𝑛 input tables, for 𝐸𝑇 alone there are𝑚𝑛 options to
choose from.5 The selection of optimal join-edges 𝐸 𝐽 on top of 𝐸𝑇
further compounds the complexity, and makes the problem hard.

7.3 Solving MPBP-G leveraging Steiner-tree

We now describe our graph algorithm for MPBP-G, that can solve
MPBP-G both efficiently and with provable quality guarantees.

Observing that the cross-products of probabilities (edge weights)
in Equation (9) are not amenable to graph optimization, our first
step is to apply logarithmic transformation on edge weights𝑤 (𝑒):

𝑤 (𝑒) = − log(𝑤 (𝑒)) (10)

This allows us to rewrite the objective function in Equation (9) as:

𝐸∗ = argmax
𝐸=𝐸𝑇∪𝐸 𝐽

∏
𝑒∈𝐸𝑇

𝑤 (𝑒)
∏
𝑒∈𝐸 𝐽

𝑤 (𝑒) (11)

= argmin
𝐸=𝐸𝑇∪𝐸 𝐽

∑︁
𝑒∈𝐸𝑇

𝑤 (𝑒) +
∑︁
𝑒∈𝐸 𝐽

𝑤 (𝑒) (12)

Using the new edge weights𝑤 (𝑒), we can instead minimize the
sum of edge weights in the selected edge-set 𝐸, which is amenable
to graph-based optimizations. More specifically, our MPBP-G prob-
lem in Definition 5, with the objective function in Equation (12),
now draws a close parallel to theMinimum Steiner Tree (MST) prob-
lem [48, 51] in graph theory.

Recall that given a weighted graph 𝐺 = (𝑉 , 𝐸), and a subset of
vertices𝑅 ⊆ 𝑉 known as the terminals, a valid Steiner tree is a tree in
𝐺 that spans (or contains) all vertices in 𝑅. A minimum Steiner tree
is the valid Steiner tree with minimal total edge weights [48, 51].

In the MPBP-G problem, if we let the union of all root vertices
𝑣 (𝑇𝑖 ) in transformation trees𝐺 (𝑇𝑖 ) be the terminals 𝑅 in the Steiner-
tree problem, or 𝑅 = {𝑣 (𝑇𝑖 ) |𝑖 ∈ [𝑛]}, we prove that the following
connections between Steiner tree and MPBP-G hold:

Proposition 1. A valid solution to MPBP-G in Definition 4
must be a valid Steiner tree on the same graph𝐺 (T ), that spans the
terminals defined by the root vertices of all transformation trees,
𝑅 = {𝑣 (𝑇𝑖 ) |𝑖 ∈ [𝑛]}. □

A proof of Proposition 1 can be found in [1]. Intuitively, to see
why a valid solution to MPBP-G must be a valid Steiner tree for the

5Note that figures like Figure 4 are simplified for illustration, which show only 1-step
transformations, and without considering parameter options for the same operator𝑂 .

given 𝑅, observe that for a valid solution to MPBP-G in Definition 4,
𝐸 = 𝐸𝑇 ∪ 𝐸 𝐽 , because 𝐸𝑇 would connect each root 𝑣 (𝑇𝑖 ) with a leaf-
vertex 𝑣 (𝐿𝑖 ) via a unique path, and the union of the leaf vertices
𝑣 (𝐿𝑖 ), written as L = {𝑣 (𝐿𝑖 ) |𝑖 ∈ [𝑛]}, would in turn be connected
by (𝑛 − 1) edges in 𝐸 𝐽 (which is the minimum number of edges
to connect L). The resulting 𝐸 = 𝐸𝑇 ∪ 𝐸 𝐽 therefore connects all
terminals in 𝑅 and is a valid Steiner tree.

Note that in Proposition 1, we only state 𝐸 = 𝐸𝑇 ∪ 𝐸 𝐽 being a
valid tree, with no statement about the minimality of such a tree.

Example 8. Figure 5 and 6 show two valid solutions to MPBP-
G (red edges). Both can be verified as valid Steiner trees, as the
selected edges form trees that connect all terminal vertices in 𝑅 =

{𝑣 (𝑇𝑖 ) |𝑖 ∈ [𝑛]}, or the root vertices of all transformation trees. □

The reverse of Proposition 1, however, is not always true, which
means that not all valid Steiner trees on𝐺 (T ) are valid solutions
to MPBP-G in Definition 4, which we illustrate using an example.

Example 9. Figure 7 shows an example, where selected edges
marked in red can be verified as a valid Steiner tree, since the red
edges form a tree that connects all 𝑅 = {𝑣 (𝑇1), 𝑣 (𝑇2), 𝑣 (𝑇4)}. How-
ever, it is not a valid solution to MPBP-G in Definition 4, because
the vertex 𝑣 (𝑂2 (𝑇1)) is incident on selected join-edges (red dashed
lines in the figure), effectively used to join, but does not have cor-
responding transformation-edge (namely, 𝑣 (𝑇1) → 𝑣 (𝑂2 (𝑇1))), to
create this transformed table first, which therefore is not a valid
solution to MPBP-G (Definition 4). □

What this means is that we could not hope to solve MPBP-G by
directly invoking Minimum Steiner Tree (MST) on𝐺 (T ), because
solutions to MST may not be valid solutions to MPBP-G. However,
we prove the following two key properties of MPBP-G, which will
allow us to construct principled algorithms to solve MPBP-G.

Proposition 2. Any valid solution to MPBP-G in Definition 4
has exactly (𝑚 · 𝑛) transformation-edges and (𝑛 − 1) join edges,
where𝑚 is the depth of transformation trees (Definition 2), and 𝑛
is the number of input tables in MPBP-G. □

A proof of Proposition 2 can be found in [1]. To see why it
holds, recall that valid solutions to MPBP-G requires a unique
transformation-path (with exactly𝑚 edges) for each transformation
tree, which translates to (𝑚 ·𝑛) transformation-edges for 𝑛 transfor-
mation trees. Since a valid solution to MPBP-G also requires (𝑛− 1)
join edges to connect 𝑛 input tables, Proposition 2 then follows.

Example 10. As intuitive examples for Proposition 2, we revisit
the two valid solutions to MPBP-G in Figure 5 and 6. Given 𝑛 = 3
input tables, and tree-depth set to𝑚 = 1, both solutions have exactly
(𝑚 · 𝑛) = 3 transformation edges, and (𝑛 − 1) = 2 join edges. □

Proposition 3. A valid Steiner tree on the search graph 𝐺 (T )
of MPBP-G that connects all terminals 𝑅 = {𝑣 (𝑇𝑖 ) |𝑖 ∈ [𝑛]}, has at
least (𝑚 · 𝑛) + (𝑛 − 1) edges. Furthermore, any valid Steiner tree
with exactly (𝑚 ·𝑛) + (𝑛− 1) edges is a valid solution to MPBP-G. □

A proof of this can be found in [1], where the key idea is that for
a valid Steiner tree to connect all terminals in 𝑅 = {𝑣 (𝑇𝑖 ) |𝑖 ∈ [𝑛]},
at least one path of length𝑚 from the root 𝑣 (𝑇𝑖 ) to a leaf vertex
𝑣 (𝐿𝑖 ) in each transformation tree𝐺 (𝑇𝑖 ) is required, which together



with at least (𝑛 − 1) join edges to connect 𝑛 transformation trees,
leads to at least (𝑚 · 𝑛) + (𝑛 − 1) edges.

Example 11. Continue with Example 10, where 𝑛 = 3 and𝑚 = 1,
we can see that both trees marked in red in Figure 5 and 6 are
valid Steiner trees with 5 edges, while the tree in Figure 7 is also a
valid Steiner tree with 6 edges. All three cases indeed have at least
(𝑚 ·𝑛) + (𝑛−1) = (1 ·3) + (3−1) = 5 edges. Furthermore, both valid
Steiner trees with exactly (𝑚 · 𝑛) + (𝑛 − 1) = 5 edges in Figure 5
and 6, are indeed valid solutions to MPBP-G (Example 6). □

Using Proposition 1-3, we now describe our Algorithm 1, which
builds on top of MST that can provably solve MPBP-G.

Algorithm 1: Solve MPBP-G on global search graph𝐺 (T )
Input:𝐺 (T) (global search graph)
Output: Edge set 𝐸 in𝐺 (T) (solution to MPBP-G)

1 foreach𝐺 (𝑇𝑖 ) ∈ 𝐺 (T) do
2 𝑣 (𝐿𝑖 ) = argmin𝑣 (𝐿𝑖 ) ∈𝑉𝑙𝑒𝑎𝑓 (𝑇𝑖 )

(∑
𝑒∈𝑝𝑎𝑡ℎ (𝑣 (𝑇𝑖 ),𝑣 (𝐿𝑖 ) ) ) 𝑤 (𝑒 )

)
3 𝑤 (𝐿𝑖 ) =

∑
𝑒∈path(𝑣 (𝑇𝑖 ),𝑣 (𝐿𝑖 ) ) ) 𝑤 (𝑒 )

4 𝑆𝑏 =
⋃

𝑖∈ [𝑛] {𝑒 |𝑒 ∈ 𝑝𝑎𝑡ℎ (𝑣 (𝑇𝑖 ), 𝑣 (𝐿𝑖 ) ) ) }
5 𝑆𝑏 = 𝑆𝑏

⋃{𝑒 |𝑒 ∈ spanning-tree({𝑣 (𝐿𝑖 ) |𝑖 ∈ [𝑛] } ) }
6 𝑝 =

∑
𝑖∈ [𝑛] 𝑤 (𝐿𝑖 ) + (𝑛 − 1) (− log(0.5) )

7 foreach 𝑒 ∈ 𝐺 (T) do

8 update 𝑒 edge weight as 𝑤 (𝑒 ) + 2𝑝
9 𝑆𝑠 ← solve MST on𝐺 (T) // using Kou’s algorithm [51]

10 𝑊𝑠 =
∑

𝑒∈𝑆𝑠 𝑤 (𝑒 ) + 2𝑝 · |𝑆𝑠 |
11 𝑊𝑏 = 𝑝 + 2𝑝 · |𝑆𝑏 |
12 return the edge set 𝑆𝑠 if𝑊𝑠 <𝑊𝑏 , otherwise 𝑆𝑏 ;

In Algorithm 1, we start by iterating through each transforma-
tion tree𝐺 (𝑇𝑖 ), where in each𝐺 (𝑇𝑖 ), we select the leaf vertex 𝑣 (𝐿𝑖 )
with the best transformation probabilities (sum of edge weights)
on the path between root 𝑣 (𝑇𝑖 ) and 𝑣 (𝐿𝑖 ) (Line 2). Note that since
we are using negative log-probabilities𝑤 (𝑒) as edge weights (Equa-
tion (10)), where smaller is better, 𝑣 (𝐿𝑖 ) is selected using argmin.
Assign 𝑤 (𝐿𝑖 ) as the sum of the edge weights on each best path
(Line 3).

We know at this point that there is one valid solution 𝑆𝑏 to
MPBP-G, that simply selects all transformation-edges on each
𝑝𝑎𝑡ℎ(𝑣 (𝑇𝑖 ), 𝑣 (𝐿𝑖 )) (Line 4), as well as any spanning-tree that con-
nects {𝑣 (𝐿𝑖 ) |𝑖 ∈ [𝑛]} (Line 5), whose objective function is at least
as good as 𝑝 =

∑
𝑖∈[𝑛] 𝑤 (𝐿𝑖 ) + (𝑛 − 1) (− log(0.5)) (Line 6), where

the second term comes from the fact that the join score of 𝑆𝑏 from
any spanning-tree will be no worse than (𝑛 − 1) (− log(0.5)) (since
each non-joinable “placeholder join edge” has a worst-case score
of − log(0.5)).

Next, we add 2𝑝 as an edge-weight “penalty term” to every edge
𝑒 ∈ 𝐺 (T ) (Line 8). We then solve the minimum Steiner tree (MST)
problem on the resulting graph 𝐺 (T ) using the classical Kou’s
algorithm [51] to find a Steiner tree 𝑆𝑠 (Line 9), whose total edge-
weight is𝑊𝑠 (Line 10). We also calculate the total edge-weight of𝑊𝑏

for 𝑆𝑏 including the 2𝑝 penalty term (Line 11). Finally, we return the
better of 𝑆𝑠 and 𝑆𝑏 , based on their cost𝑊𝑠 and𝑊𝑏 , as our solution.

We prove that Algorithm 1 not only finds a valid solution to
MPBP-G, but also has the following approximation guarantee.

Theorem 2. Algorithm 1 produces a valid solution to MPBP-G in
polynomial time. Furthermore, this solution is within a (2 − (2/𝑛))
factor of the optimal, where 𝑛 ≥ 2 is the number of input tables.

A proof of Theorem 2 can be found in [1], which follows from
Proposition 1-3. We prove the approximation ratio and polynomial
complexity, using arguments from Kou’s algorithm [51].

Optimistic vs. PreciseMode of Auto-Prep. So far we focused
on formulating and solving Auto-Prep as a graph search problem,
assuming that the edge weights (transformation probabilities) are
fixed. In practice, since we use global features across multiple tables
to estimate transformation probabilities (Section 6.1), the proba-
bility of a transformation (edge-weight) can depend on whether
certain transformations are actually selected on other tables, which
can therefore evolve. We design two variants of Auto-Prep to
handle this, one “optimisitc” and one “precise”.

In the “optimistic” mode of Auto-Prep, for each table𝑇 , we take
an optimistic view and use the best possible feature configuration
from other tables T \𝑇 to estimate its transformation probabilities,
which become fixed edge-weights on the search graph 𝐺 (T ), on
which we can then directly invoke Algorithm 1 once to solve.

In the “precise” mode of Auto-Prep, we iteratively invoke Al-
gorithm 1, where in each iteration we use the bounds from the
best solutions found so far, to prune away infeasible graph edges
(transformations) and update edge weights, so that Algorithm 1
can be invoked on the updated graph again until convergence. This
tends to yield better solutions but is more expensive. We give the
pseudo-code of the precise variant in [1] in the interest of space.

8 EXPERIMENTAL EVALUATION

8.1 Evaluation Setup

8.1.1 Benchmark.
We sampled 1837 real BI projects for evaluation, where 510 projects
are set aside as test cases that are never looked at, and the rest are
used as training data to calibrate our offline classification models
(Section 6). We extract user-programmed transformations and joins
from the real BI projects as ground truth, which algorithms will
need to predict correctly (Section 3.1). The distribution of transfor-
mations in our dataset is the following: unpivot: 28.2%; pivot: 3.3%;
transpose: 6.7%; string-transform: 5.1%; no-op: 56.7%.

8.1.2 Metrics.
In our problem, since both transformations and joins need to be
predicted, we evaluate quality for both transformations and joins.

Transformation quality. We compare the predicted trans-
formations of different methods against the ground truth (user-
programmed transformations), where both the operator, param-
eters, and order of the transformations (Table 9) need to be pre-
dicted exactly correctly (we do not assign partial credit for inexact
matches). We use the standard precision, recall, and F1-score met-
rics, where precision 𝑃transform =

num-of-correct-predicted-transforms
num-of-total-predicted-transforms , recall

𝑅transform =
num-of-correct-predicted-transforms

num-of-total-true-transforms , and F1-score 𝐹transform =
2𝑃transform𝑅transform
𝑃transform+𝑅transform

is the harmonic mean of precision and recall.
Join quality. We compare the predicted joins against the ground

truth joins programmed by users. Precision 𝑃join, recall 𝑅join, and
F1-score 𝐹join are defined similarly.



8.1.3 Methods compared.
While we propose to holistically predict both transformations and
joins, existing methods predominately predict either only transfor-
mations, or only joins (reviewed in Section 2). As a result, for this
evaluation, we test against 3 classes of baselines:

(1) Transformation-only methods: We compare with the follow-
ing transformation-only methods, for transformation quality. Our
goal here is to show that considering only transformation (without
considering joins holistically), misses the opportunity to predict
accurately given the intertwined nature of the two.
• Single-Operator-Predict (SOP) [69]. This method uses ma-

chine learning models to predict single transformation operators,
based on the characteristics of input tables. This is the basis of
our transformation-classifiers (Section 6) used in Auto-Prep.
We refer to this as Single-Operator-Predict (SOP) to differentiate
with the next baseline below that considers multiple operators.
• Multi-Operator-Predict (MOP) [54]. This is a state-of-the

art method that predicts transformations from multiple opera-
tors, with a focus on reshaping tables. We refer to this as Multi-
Operator-Predict (MOP).

• GPT-transformation (GPT-t). Since language models like GPT
have shown diverse capabilities, including program synthesis [37],
we use a recent version of GPT-46 [60] and in-context-few-shot
learning, as another baseline for transformation predictions. We
extensively test combinations of different prompt strategies, in-
cluding few-shot examples, chain-of-thought [68], and dynamic
RAG to retrieve most relevant examples [53], in order to optimize
the quality of the GPT-based method.

• Fine-tuned-GPT-transformation (FT-GPT-t). In addition to
invoking vanilla GPT-4, we also used the OpenAI API [7] to fine-
tune GPT-4 models, with the same data available to Auto-Prep,
in an attempt to optimize prediction quality. We fine-tuned GPT
both only for transform (FT-GPT-t), and also end-to-end for both
transform and join (referred to as FT-GPT).
(2) Join-only methods: We compare with 2 representative meth-

ods from the literature for join predictions.
• BI-join (BI-j) [56]. BI-Join is a recentmethod designed to predict

joins in BI settings, and has been shown to be competitive on a
range of join benchmarks [56].

• GPT-join (GPT-j). Since GPT is capable of understanding ta-
bles [55, 58], we again use GPT-4 and few-shot learning, as an-
other baseline for join predictions. We refer to this as GPT-j.
(3) Transformation + join methods: Given the 4 transformation-

only and 2 join-only baselines mentioned above, we further com-
pare with a third class of baselines, which sequentially invoke the 4
transformation-only methods, followed by the 2 join-only methods,
for a total of 4× 2 = 8methods (which are SOP + BI-j,MOP + BI-j,
GPT-t + BI-j, FT-GPT-t + BI-j, SOP + GPT-j,MOP + GPT-j, GPT-
t + GPT-j, and FT-GPT-t + GPT-j). These methods are directly
comparable to Auto-Prep (except that Auto-Prep holistically op-
timizes across transforms/joins, whereas these baselines simply
invoke join predictions after transformations sequentially).

We compare all baselines above, with two variants of our method:

6GPT-4-0613, accessed from Azure OpenAI in March 2024.

Table 10: Transformation quality comparison.

Method AP-P AP-O SOP MOP GPT-t FT-GPT-t

𝑃transform 0.785 0.757 0.231 0.339 0.411 0.296
𝑅transform 0.741 0.740 0.644 0.571 0.646 0.258
𝐹transform 0.762 0.748 0.340 0.426 0.502 0.275

• Auto-Prep-Optimistic (AP-O). This is a version of our algo-
rithm that directly invokes Algorithm 1 once to solve MPBP-G,
based on optimistic estimates of transformation probabilities.

• Auto-Prep-Precise (AP-P). This is the precise variant of our
algorithm that iteratively invokes Algorithm 1 based on precise
estimates of probabilities, which tends to give better solutions,
but is more expensive than AP-O. We set the search depth𝑚 as
2 consistently for both AP methods across all experiments.

8.2 Experimental results

8.2.1 Quality Comparison: Transformation.
Table 10 shows a comparison of transformation quality between
Auto-Prep (AP) and the existing transformation methods. Overall,
both AP-P and AP-O significantly outperform existing transforma-
tion baselines7, correctly predicting more than 70% transformations,
with AP-P performing noticeably better than AP-O, as it uses more
precise estimates of probabilities via iterative graph computation.

Recall that our task of transformation prediction has a large
search space (with millions of possible operator and parameter
combinations), where a random guess has an exceedingly small
chance (less than 1%) of being correct, such that GPT-t based on
GPT-4 also produces low precision.

Specialized algorithms like SOP and MOP are more competitive,
but are still substantially less accurate than AP, which holistically
optimize transformations/joins in a principled manner.

Note that for GPT-t, we extensively experimented with 6 prompt-
ing strategies to optimize the prompt for GPT, including using
few-shot vs. zero-shot, using COT [68] vs. no-COT, and the use
of RAG [53] vs. no-RAG. We report the best prompt for GPT-t,
which uses few-shot with COT, where few-shot examples provide
demonstrations, with COT further enhancing structured reasoning.
Desite extensive optimizations, GPT-t still lags behind especially in
terms of precision. Details of our results in testing different prompt
strategies can be found in [1] in the interest of space.

8.2.2 Quality Comparison: Join.
Table 11 shows a comparison of the join quality, where we compare
AP-P and AP-O, against both join-only baselines (BI-j and GPT-j),
and transform+join baselines (6 methods). Overall, both AP-P and
AP-O considerably outperform all baselines, showing the benefit
of our holistic graph optimizations.

Among join-only baselines, the specialized BI-j is substantially
better than GPT-j, which is not surprising as it directly leverages
numeric features tailored to the join problem (e.g., column overlap
in Jaccard similarity and containment).

The transformation + join baselines (e.g., SOP+BI-j and MOP+BI-
j) outperform join-only methods (BI-j) in join quality, underlining
the need to predict transformations together with joins. However,
these baselines are still inferior to AP methods, as simply invoking
transformation-predictions followed by join-predictions is still sub-
optimal to principled graph optimizations.
7Note that we omit “transformation+join” baselines here, since their transformation-
predictions are identical to those of transformation-only methods (for in these baselines
we always invoke transformation-predictions before join-predictions).



Table 11: Join quality comparison.

Method

Auto-Prep Join-only Transform + Join End-to-end

AP-P AP-O BI-j GPT-j SOP+BI-j MOP+BI-j GPT-t+BI-j FT-GPT-t+BI-j SOP+GPT-j MOP+GPT-j GPT-t+GPT-j FT-GPT-t+GPT-j FT-GPT

𝑃join 0.806 0.806 0.737 0.274 0.767 0.769 0.762 0.853 0.222 0.244 0.221 0.270 0.518
𝑅join 0.734 0.714 0.671 0.350 0.631 0.600 0.626 0.588 0.271 0.299 0.225 0.311 0.470
𝐹join 0.769 0.758 0.702 0.307 0.705 0.674 0.687 0.696 0.244 0.269 0.223 0.289 0.493

(a) Transformation quality. (b) Join quality. (c) Transformation quality. (d) Join quality.

Figure 8: Sensitivity analysis. (a, b): Varying # of tables per BI project. (c, d): Varying % of missing values per BI project.

Table 12: Sensitivity of quality to varying𝑚 (tree depth).

Depth 1 2 3 Depth 1 2 3

𝑃transform 0.788 0.785 0.787 𝑃join 0.805 0.806 0.804
𝑅transform 0.742 0.741 0.734 𝑅join 0.714 0.734 0.712
𝐹transform 0.765 0.762 0.760 𝐹join 0.756 0.769 0.756

Table 13: Ablation studies: Transformation quality.

Full (AP-P) No holistic graph search No classifier No calibration

𝑃transform 0.785 0.645 0.146 0.736
𝑅transform 0.741 0.707 0.697 0.717
𝐹transform 0.762 0.674 0.242 0.727

8.2.3 Sensitivity Analysis.
We perform sensitivity analysis to understand how the performance
of Auto-Prep would change with different parameters.

Sensitivity to the number of tables. BI projects come with vary-
ing numbers of input tables, often reflecting their inherent com-
plexity for data preparation. Figure 8a shows the transformation
prediction quality, on BI projects with different numbers of input
tables. As the number of tables increases, the transformation quality
improves initially (likely because having more tables in a project
provides more global signals for transformation predictions), which
then decreases on challenging projects with more than 9 tables.
Figure 8b shows a similar analysis for join quality, which reveals a
more consistent trend as we vary the number of input tables.

Sensitivity to the amount of missing values. Another factor that
can influence prediction quality is the amount of missing/empty
cells in tables, so we group BI projects based on the average per-
centage of missing cells in tables, and analyze the corresponding
prediction quality. In Figure 8d, we see that the join quality slips
slightly as the fraction of missing values increases, while in Fig-
ure 8c, we observe that the transformation quality can go up slightly
with a moderate amount of missing values, which decreases when
the amount of missing values increases.

Sensitivity to the depth of search tree𝑚. Recall that in Section 7.1,
we use a parameter 𝑚 to control the depth of the search graph,
which is a hyper-parameter to determine the complexity of the
transformation sequences we search in the algorithm. In our main
experiments𝑚 is always set to 2, in Table 12 we vary the search
depth𝑚 from 1 to 3, and report the resulting quality. As can be seen
from the table, our join and transformation quality do not change
significantly with different𝑚, which is desirable.

8.2.4 Ablation Studies.
We perform ablation studies to understand the importance of vari-
ous components, which are reported in Table 13 and 14.

No holistic graph search. To show the benefit of our graph-based
optimization (Section 7), we replace our principled graph-search

Table 14: Ablation studies: Join quality.

Full (AP-P) No holistic graph search No classifier No calibration

𝑃join 0.806 0.801 0.746 0.798
𝑅join 0.734 0.692 0.416 0.703
𝐹join 0.769 0.742 0.534 0.748

Figure 9: Comparison of average search latency.

algorithm with a greedy heuristic, which greedily picks candidates
based on the highest transformation/join probabilities. We observe
that both transformation and join quality drop noticeably.

No classifiers. To understand the importance of our classification
models, we replace our 𝑀+

𝑇
models (Section 6) using 𝑀𝑇 models

without global-level features and calibrated scores, leading to a
substantial decrease in prediction quality.

No calibration. To study the benefit of calibrating probability
scores from classifiers (Section 6), we remove the calibration step,
and observe a small drop in result quality.
8.2.5 Efficiency Comparison.
We perform an efficiency comparison to understand the search and
end-to-end latency of the system.

Search latency. Figure 9 shows the average latency of our graph
algorithm based on Steiner-tree, and exhaustive search, bucketized
by the number of input tables in each BI project (x-axis).

The average latency of our search is less than 4 seconds with
less than 8 tables in a BI project, which grows to 8 seconds on large
BI projects with over 9 tables. In comparison, exhaustive search
takes over an hour on BI projects with 5 tables (since the search
space grows exponentially in the number of input tables), showing
the importance of our principled graph search.

Additional results. Additional experimental results, such as ad-
ditional quality results, sensitivity analysis, and end-to-end latency,
can be found in [1] in the interest of space.

9 CONCLUSIONS

Observing the need to predict both transformations and joins holis-
tically in real BI projects, we propose a new BI-prep problem that
has been overlooked thus far, and develop new graph algorithms for
holistic optimizations. Future directions include exploring holistic
predictions in scenarios beyond BI (e.g., in ML and ETL workflows),
and further improving predictions on large and complex BI projects.
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